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Introduction.

In practical situations, such as the chicken feed problem, the cost of
any individual feed will vary from week to week, similar situations may
arise for other elements of the problem, In this paper the resulting affects
on an optimal solution of arbitrary variation of any coefficient of a qua-
dratic fractional functional programming are analysed. If the optimal
solution of the original problem is known |1|, we study the possibility of
any method which helps us to solve the new problem which is obtained
by varying the parameters in the original problem. In actual existing

problems the parameters 4;;, &, ¢; and &, are either estimates or they vary

over the time. Work in this and related area has been done by Shetty [10],
Courtillot [4], Garvin [5], Madansky [8], Wagner [12], Saaty [9], Aggarwal

[2] and Swarup [11].
Mathematical Model:

n
(Sax+af
L. i=1 (C X +- cx)“
Maximize 7 — = Se— (0.1)

(2 d; x; + By

subject to

3o oxy = by or Ay = b i =1,2,u,m (0.2)

i=1

;2 0 of y = 0 F= 1,2, .ot (0.3)
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If we write
by dy
P = be and P, = d_fj
bun i

then (0.2) may be written as
P+ xPy + .+ P, =P, (0.4)
It is assumed that
(i) The set S of feasible solutions is regular.
(i) 4" x -+ B is positive for all feasible solutions.

iti) Every basic feasible solution is non-degenerate.

(
(iv) S contains at least two different points,
(v) « and ,8 are given constants.

(vi) a5, by, ¢; and 4; are parameters.

Also

a) A is m X » matrix, 7 > m.

(
(b) x, c, d are w X 1 vectors.
(c) & is m X 1 vector.

(

d) prime denotes the transpose of a vector.

Let ' = (%", %, ... xm, 0, . 0) be the optimum solution of the
original probleb (0.1) throuzgh (0.3) wheﬂ dij, by, c; and d; are constants and
let the optimal basis corresponding to the above optimum solution be P, ,
Py wey P

‘. We have
—— (0.5)
x>0 (_( = A 1/3)

As the vectors P,, P,, .., P, are linearly independent

=FayPi G=1,2.n (0.6)
i=1
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We define the quantities [1]

m

zj{'.l.) = 2 Hyy € (f — 1, 2, suvy ”)
i=1
m

72 = 3 uy d (= 1, 2, n)
i=1
m

T, =Xgx 4+ a
j=1
m

T, =3d; x5 + 8
i=1
x%

& =
ll!-j

and x', is an optimal solution [1] of the given problem (0.1) through (0.3) if
4 = [T — D) — Ti(dy — )]
X [ {Tale; — z® + Told; — z,2)} + 2T,T,] <0

or for all §
[T, (5 — ) — Tildy — )]
X [& {Tale; — &0 + Th(dy — z®)} + 20,1, <0
' for all §
Change in the Requirement Vector P, .
We shall now consider the new problem.
(X ¢5% + af
Maximize Z = 2 — (1.1)
(2 dsx; +iB)
i=1
subject to
Pixy + Poxe + o + Poxy = Py + ¢ (1.2)
x; 2 0 (G =1,2,..,n) (1.3)

Here the requirement vector P, is changed to P, 4 & where ¢ =
(e, €25 - em). Let B be the square marrix whose column vectors are
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P, Py, .., Py, and P, , further let B! be the inverse of the matrix B.
Suppose B; (i = 1,2, ., m) be the ith row vector of B ie.

B
B = | P
L Bm
Wehave s = BB e = (B, P, ., Bp) | F2°| = S Aie B (14
Bn e
Making use of (0.5) in (1.4) we get
m m nm m
Pote=3Pix+e= ISP +38:P =3 (*° + Bie) Py
i=1 i=1 i=1 i=1

The change in P, affects the values of the basic variables in the optimal
solution and we must consider the following two cases

(1) X 4+ Bie = 0 ((t=1,2 ..,m)
(2) at least one x 4 B8, ¢ is negative.

Z the value of the new objective function is given by

[Z e (= + Bie) + o]t [T, + S i fie]? T2

E = = = ——— — =
[2 4 (=% + Bie) + gJ? [T + 3 4 8y &f? T
i=1 i=1
where
T,=T + 3 Ci Bie
E‘-z =T, + 2d;iBie
i=1
It may be observed that 2z, — ¢ and z;® — d; remain unaffected

by the variation in P, .

Now 7; for the new problem is as

£ IT (rj —_— zj{.‘:)) _?1 (dl o z,i(z))]

fj %
X & {Taey — 2™ + ?1 d; — ™)} + 2?1?2]
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Case (1) Py, P,, .., P, is a feasible basis and it will be an optimal

basis provided ;

L <0

If all #; are not less than or equal to zero, we may start with this new

feasible solution and with the help of the method [1] we an get an optimum
solution.

Case (2} (P,, P., ..., P,) is not a feasible solution of the new problem.
By making certain modifications it is possible to obtain the optimal solu-
tion of the new problem. Let x"ik + ﬁik.s (i — 1,2, .., 4) be all

negative ones among x° + Bi¢ (# = 1, 2, ..., m).
We now consider the following modified problem

1

[Z ey — M3 »

s =i
j=1 i

+ o

k

Maximize

|3 4% + B
j=1
subject to

n 1

Ehy - 3 (—Pik)yik:Pu+f

i=1 ik:.l

X 2 0 (=12 ..,n)
0

e = 1,2, ., 0)

yi k =

¥i, is the set of variables 7, = 1,2, ..., L

M is very large positive quantity.

The optimum solution of the problem (1.1) through (1.3) coincides
with the optimum solution of the modified problem. This is established
below.

After introducing the new vector __Pia (w = 1, 2, ..., I) the following

relation is satisfied

% P; (" + Bie) + > (P M, — B &) = Pyt 2
fey i=1
' ik, =120
x% + Bie =0 I (i =1,2,..m)
— %% — Bie >0 (e = 1,2, ..., )

k k
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This means that

X = 8y (Xui + Big)

¥ = .0 (f=m4+1,..,n)

and ) .
1 PF AP = 1,2, .., m)

8 = L
—1 = e =2 0 )

is a feasible solution of the modified problem. New we can use the method
[t] to find the optimal solution.

Change in the Coefficient Matrix A.

We consider the case where only one column vector P, is changed to

11. and the matrix A is

X - (PL > Pz L Ps,l 2 Ps KRS Pu)

and the new problem is

(X gx + o

Maximize —— (2.1)
(E dix; + By
subject to B .
¥ Px + Pox, =P, (2.2)
i);s
x5 2 0 =12 .,» (2.3)

Again we assume x'° to be an optimal solution of the problem (0.1)
through (0.3), and corresponding optimal basis is B. Here also we shall
discuss the problem in two patts.

(1) P, € B
(2) P, ¢ B.

Case (1). Since P,, P,, ..., P, are linearly independent, we may write [2]

Ps T Ps — SlsPl + SQSPQ + SSSPS = v + Smspm
or

Ps = Sis Pl . 8oy p: [“ vee = (1 + Sss) Ps + R 8ms Pm (24)
@ + 5., # 0)
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QOur aim is to find the conditions which §;, must satisfy so that optimal
basis for the new problem remains Py, Py, .., Py, .. Py, As P, Py,

cevy

P,, .., P, are linearly independent, therefore using (0.5) in (2.4) we get [3]

P P ( o x()s 813 + P ( G xos 825 ) +
- X — g ety sall
a 1 1 1 + SSS) 2 2 1 —I— SES
= 20 X0 s
+ s e + + Pm xom =TT @ e b
( 1 855) ( L = 8&5)

For the new basis to be feasible, we require

xﬂs Sis 5
Wy — ————— 2 0 i (2.5)
1 + 3ss
xﬁ
Tt >0 2.6
T (2.6)
As x% > 0, therefore, 1 + §,; > O (2.7)

Using (0.6) and (2.4) in this new problem we get

Pj = Eij P! -+ ?ch PE e o Esj Ps + @ =+ Emj Pm
— ‘Sish’sj
whete #;; = #yy — — :
L+ B
s m
Ej(l) — .’Zj“) RS S L £y Sjs
1 + 835 i=1
gy m
7 = z,® — m E d; 8is
J— XDB m
L = T —ewpr——3F bWl
1 + BBH i=
P -x-f)s m
T = Ty ——— X 418y
1+ 8es i

The new basis is optimal if

i = ﬁﬁ (5 — %™) ”El (d; — 22

« I8 {Te 6 —59) + T, (4 — EO} + 2T T] <0 (28)
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o :n "

= [(Te— +Ls—b E 4181 (6 — @ + 1——7-15; E €1 81a)
x"s m . ‘%ﬁj el

=2 [ly — TTs 121 ¢ dis) (dy — ™ + P E d; 3)]
A X, m #, B

= [& {{Ts— TerST 12; di8is) (¢f — 70 + T 5. E €1 Bia)
o m { 4y

T At et + = % Sl

"\:“5 - ()5 o
+ 2 (I, — 1—175: i§ e 8is) (T, — T b: i§ di§;)] <0

In case (2.8) does not hold for all j = m + 1, m + 2, .., » but
basis is feasible we can obtain the optimal solution by using the technique

[1] given by author.

It the solution is not feasible we may consider the modified problem
whose optimal is the same as that of (2.1) through (2.3).

The modified problem is

n

(B ooyx + 6% + & — Ma)
=t

o s
Maximize ——

(2 dsx; + dy% + B

i=1

i#s

subject to
P,x%, + Pyt + . + Pyx, + P.% + .. + P,x, = P,

X 20 i=1,2,..m
¥ =2 0

M is sufficiently large positive number.

Now P, = BB'P, = S (8, P,) P,.

s

-
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Obviously B is a feasible basis of the modified problem and the optimal
solution can be obtained.

Case (2). Again B is a feasible basis for the new problem but 7, will be
affected, say it become 7. If all 7. < O then present basis is optimal.
For t, > 0 we still solve the problem till the optimal solution is obtained.

Change in the Coefficient Vector ¢ of the Objective Function.

When we change the coefficient vector ¢ of the objective function,
the new objective function becomes

b =

[Z (s +ag) % + o

1

Maximize 7 —

(2 dyx + By
i=1
The original optimal solution remains unaffected but it is not essential

that it is optimal for the new problem. Of course 2, — 4, remains
unchanged but z; — ¢; changes and

ca— m m

T, =Ty + F Aepa®y; 2 = N wy; (e + Ay

i=1 i=1
W =[G dy — FW) — T, (4; — z;®)

[ {Te (e + Ac; —2®) + T (4 — ) + 2T, T

m m

= [Teley + Ay — Z w6 + aa)) — Ty + 3 Acyx%) (& — 7,®)]

j=1

X[E{Tole + a6, — Sy (oo + A 6)) +(Ty + T A ) (d; —z®))

=1 =1

m
+ 2T, + T Ag %) Ty (2.9)
Ifall? < 0 (f = 1, 2, ..., #) then the original optimal solution is also
optimal for the new problem. If there is some 7; is positive, we apply
the technique [1] to this new problem to get optimal solution,

If the changes are made in the coefficients of the non-basic variables
in the numerator of the objective function, then (2.9) reduces to
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Iy = [Tofey + Acy — D) — (d; — z,®) T,]
(6 {T2 (65 + Ay — 2,) + (d; — z;®) Ty} + 2 T, T,)

X

=4 + TPAq [& {Ae + 2(c; — ;M) + 2 Ty
This shows that if
Acs [& {Aeg + 2(c; — 2, )} + 2 ]
j=m41L,m42 .0

are negative then original optimal remains optimal to the new problem as
well. The change in vector 4 may be discussed in the same way as for
change in vector .
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