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1. Intrhoduction,

One of the serious problems in regional analysis and forecasting is the
lack of adequate and reliable data. Particularly, detailed interindustry models
based on "technical coefficients”", the so-called input-output models (I-O
models), require a lot of information. It is altogether timeconsuming and
costly to estimate a yearly I-0 table. On the other hand, the technical coef-
ficients once estimated are inherently unstable over a series of years. So, as
is well known, the problem arises as to how to adjust a known I-0 table on the
basis of a limited quantity of information for later time periods.,

One of the methods used to adjust a known I-0 matrix from a certain basis
year with the aid of known row and column totals from a later year is the so-
called RAS-method. Expositions of this method are contained among others in
Stone (1963), Paelinck and Weelbroeck (1963), Bacharach (1865), Schneider
(1965), Theil (1966), Lecomber (1871), Glattfelder and Vaczi (1872), Mazys (1972)
and Van Straelen (1972). The major part of these authors do not only discuss
the properties of the RAS-method itself, but attempt to solve certain short-
comings of the RAS-method. In addition to the RAS-method some alternative methods
of updating I-O tables are developed, viz. the statistical correction methaod
developed by Tilanus (1865) and the linear programming method developed Dy
Matuszewski et al. (1964). A comparison of the RAS-method with the statistical
correction method is contained in Tilanus (1865), while a comparison of the RAS=
method with a linear programming method can be found in Schneider (1965).

In this paper attention will be paid to an alternative way of adjusting
technical coefficients, viz. a quadratic programming method, An analytical
expression for the updating procedure will be derived, and next the guadratic
programming approach will be tested for I-0 data of the Belgian economy. The
results will be compared with the RAS~results cbtained for the same data of
the Belgian economy by inspecting the standard errors of the projections. For

that reason first a brief exposition of the RAS-method will be presented.
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2. The RAS-method,

The RAS=method or biproportional method of updating I-0 matrices attempts
to gauge simultansously two effects in the adjustment procedure, viz. (1) rela-
tive shifts in the required input proportions of a certain activity (i.e., sub-
stitution), and (2) changes in the productivity (i.e., less inputs per unit of
output). Both effects are assumed to exert a systematic wuniform influence upon
the rows and columns of I-0 tables. The substitution effect requires a systema-
tic adaptation of the rows of an I-0 table, while the productivity effect requi-
res a systematic adeptation of the successive colwms of an I-0 table. A uniform
adjustment of the rows is obtained by premultiplying the I=0 matrix with a dia-
gonal matrix ;, while a uniform adjustment of the columns is obtained by post=
multiplying the I-O matrix with a diagonal matrix ;. Therefore, a new I-0 matrix
Ax is related to an I-D matrix A from a previous period as

AXarAs (2LY

The previous adjustment is npossible only if r and s are known. The estima-
tion of ; and ; for a certain year is based on the row and column totals of the
year concerned, The following row and column data are necessary : the vector of
sectoral production levels (x), the vector of primary inputs per sector (v),
and the vector of final demand per sector (f). By means of these data the total
intermediate output of commodities [Ej and the total intermediate input into

commodities (y) can be calculated, respectively, as
o o= e f (2.2)

and

Y =x=N [2.3)

By making use of the balance equation for supply and demand in the classi-
cal I-0 model, viz.,

x =AY x4 f (2.4)

it can easily be derived, that

uy = A% (2.5)

Analogously, with the aid of the balance equation for production value and

factor costs, viz.,
x = x(AT)' i + v o, (2.8)

one can derive that :
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y = x(A%)' 1, (2.7)

E

where x is a diagonal matrix the diagonal elements of which are the elements
of x, and where i is a unit (summation) vector.

Substitution of (2.1) into (2.5) and (2.7) yields :

rAsx=u (2.,8)
and
x 8 A ey , (2.9)

%

where r is a vector containing the diagonal elements of r. The systems (2.8)

and (2.9) are a set of nonlinear equations containing the unknown elements of
; and ;u Since the number of eguations is equal to the number of unknown ele-
ments, this system can, in principle, be solved.

The solution procedure itself is an iterative method converging towards
the solution in a series of successive steps. The initial step is to insert
into (2.8) the unit matrix as a preliminary solution for ; and next to solve
for the resulting value of ;u Then, the latter value is substituted into (2.9)
in order to determine a new value for ;. Once this value has been calculated,
one switches again to (2.8) in order to derive a new value for ; and so forth,
until the final solution is approximated up to a required degree of precision.
The convergence and uniqueness of this RAS-procedure are discussed by Bacharach
(1865).,

It is obvious that the RAS-method is based on some rigorous assumptions
in particular the assumption of a uniform effect over each column and over each
row. As a counter example, Paelinck and Waelbroeck (1963) observed a bad esti-
mation of the substitution effect in the case of the coal industry, since coal
was used as a raw material in the coke industry and as a fuel input elsewhere.
By eliminating a priori these elements from the RAS-procedure and by making an
independent estimation of these elsments the RAS-procedure can be applied to the
remaining elements, taking into account the prior information concerning the
previous elements. In general, by means of prior information the quality of the

adjustments is considerably enlarged (so-called "truncated” RAS-method) .

3, Programming Methods fon Updating I-0 Tables.

As mentioned, another method of updating the technical coefficients of
an I-0 matrix was a linear programming method developed by Matuszewski et al.
(1964). This method minimizes the relative deviations between the original
value and the adjusted value of the coefficients of an I-0 table. If the coef-
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ficients of the original matrix A and of the updated matrix A* are denoted by

ﬂji and a;i b XY ® Ay wees T3 3 m Xowse, I3, respectively, the minimand is :

X
d = a
min w = I |J—1-_Ji] (3.1)
O I B

This objective function has to be minimized subject to the conditions (2.5)
and (2:7); the result is essentially a linear programming model, which can be
solved by means of standard techniques.,

OUne of the major drawbacks of the linear programming method is the fact
that the results may yield negative values for the updated coefficients, By
introducing additional constraints, viz, lower limits of aji » Non—negativity
can bLe preserved. Another drawback of the linear programming method is its
implicit rigidity : the solutions of the linear programming model are always
corner solutions. This implies that frequently zero-values will be found for
the adjusted coefficients, unless lower limits are imposed a priori (these
lower limits are frequently rather arbitrary). An excessive positive variation
of the coefficients can be prevented in a similar way by imposing arbitrary
upper limits on the individual elements, Furthermore, corner soclutions are
often rather rigid with respect to minor changes in the minimand, so that often
in the case of (3.1) a small shift in aji will exert no influence at all. It
was shown by Schneider (1965) that linear programming methods tend to provide
adjustments with a lower quality than those of the RAS-method.

For that reason in this paper an alternative method of adjusting I-0
coefflcients will be derived, viz., a quadratic programming method. This method
is less rigid than the linear programming method, and was first proposed by
Friedlander (1961) for demographic projections. The purpose of this paper is
to derive an analytical expression for the adjusted coefficients, and to compare
the gquality of the adjustments with those obtained by a RAS-method. In a next

paragraph the quadratic programming method will be set out in more detail.

4. A Quadratic Prnogramming Approach fon the Ad justment of I-0 Coefficients,

Instead of the objective function (3.1) it will be assumed here that the
quadratic deviations between the original values and adjusted values of the I-0
coefflcients are to minimized. In order to prevent excessive variations in
smaller coefficients the relative quadratic deviations are minimized. Therefore,
the following quadratic programming (Q.P.) model arises (taking account of
(2.5) and (2.7)) :
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( min w = %— L —JEE———il )€ (4.1)
1,3 Ji
| S.t,
| u= A" x
y = x (A% 1
\

Next, aone may define :

p 3
aji aji + ﬂji (4,2)

ar

A « A+ A (4.3)

Substitution of (4.2) and (4.3) into (4.1) yields

A..
minm-% g (=X )? (4,4)
1,5 i
Sato
. (A + 4A) X

y = x (A + ﬂ]'.i

By defining :
du = u = Ax (4.5)

and :

L2

dy = y = xA' 1 (4.6)

one obtains instead of (4.4) :

min w5 I (:1—112 (4,7)
1,3 Ji

Sela

du = 8x

dy = x A" 1

The Lagrangean function L associated with (4.7) is :
1 bsg 2 -
L--Z—E(a—- 'lr[ﬁﬁ'ﬂ"i]'i‘.'[“ﬁ'i'ﬂ]' (4.8)
1,] Ji

where A and u are vectors of Lagrange multipliers associated with the previous

—

systems of balance conditions. The Lagrangean function can be written in terms
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of individual elements as :

1 bsq i
L = "2- L [E——} bod L l_ﬂ,i}(i + % ;’ﬁ.‘] du, = L ui&,ixi + I lJi dyi [4.9]
el T ;] &9 j L g e i
The first-order conditions associated with (4.9) are
r 3L A,
F1 . i
- - - » D H E q‘.l{]
38, | 2 NigBy = wgiky e VI [ )
J ji
aL El
— w7 A X =du, w( Y j
< lj ; J1d ]
aL E ﬂ -
- - H
By j 44% ~ vy =~ 40 &

The second=-order conditions for a minimum are obviously satisfied (a convex
minimand defined on a convex set of side-conditions). The previous first-order

conditions can be represented in matrix notation as

i l x. 0 01 x. 0 0 'a 1 0
X sncow X sown
32 \ I 1o ) A i 11 !
I : : E i 0 \\\ i A |
b l i
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The latter system contains 12 + 2 T equations with 12 unknown wvariables ﬂji' I
unknown variables lj and I unknown variables My such a linear system of equa=
tions can be solved in principls, if all equations are independent; in other
words, if the matrix of coefficients 1is non-singular. There is, however, a
strong dependency among the eguations, associated the side-conditions, because
the total change in intermediate production should be equal to the total change

in intermediate requirements

E duj = § dyi (4,12)
or
i’ du = i* dy (4.13)

——

This can formally be proved DY substituting (4.5) and (4.8) into (4.13), viz.

i

Pu-ifAx=1ty =i xA L, (4.14)

and next by substituting (2.5) and (2.7) into (4.14)

it AY x -1 Ax - 1 x(A¥) i - i'xA' i (4.15)
or
if ax = 3 x A' 1 (4.16)
= i’ &; i

= i' Ax , Q«2ads

Therefore, one of the equations for the side-conditions can be dropped
from the coefficient matrix of (4.11). This implies that one row and one corres-
ponding column can be eliminated, so that the order of the coefficient matrix
becomes {12 + 21 = 1) % {I2 +« 2T = 1). The resulting system of equations can now

be written in a condensed form as

B Zsc (4,17)

The unknown vector z 1s of order [12 + 2I - 1)3 it contains I2 unknown elements
ﬁji and 2I - 1 unknown elements lj and My In a similar way the elements of E
and of c can be considered. Assuming B is non-singular, one can easily solve 2z
as

-1
z = B -C_: [41131

23




In order to reduce the computational work one may carry out a partition

of the matrix B as follows :

= |
il

12 ( d | M
i

B ———-—— , (4,19)
|

21-1 K |0
|

e

I2 2I-1

- 2
where d is the left upperpart of the matrix B, viz. the IIZ x 1) diagonal

matrix with main-diagonal elements 12 » K, M and the zero-matrix 0 are defined
in a similar way. aji
It is easily seen, that K = 11", so that K can be replaced by M'. The inverse

matrix of B can be written according to the partition of b as :

5 - ZENS NN (4.20)

Obviously, the matrices N, P, Q and R have to be determined such that the follo-

wing condition (multiplicative form of the inverse) is satisfied

= — — —

] | 1

! M N | P I 1 0

|

__”1WM_4 e & e (4.21)
|
|

I
O Q | R 0 = I

The latter system can be written, successively, as :

d N+ Mg = T (4.22)
d P+ MR =0 (4.23)
WIN (+00) = O (4.24)
M'P (+0R) = I (4.25)

Premultiplication of (4.22) with N'd-l gives
MIN + M'QTE Mg = Mgl (4.26)

Substitution of (4.24) into (4.26) gives :
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Miat Mo ow Mrgod (4.27)
ar
g = (Mgt L gl (4,28)

substitution of (4.28) into (4.22) gives the following solution for N :

‘h “-1

1 =1 =1

L]

Nt =g memeg™d oy e (4.29)

By premultiplying (4.23) with M'g . one aobtains
1

M'P + M'd MR = O (4.30)

Next, by substituting (4.25) into (4.30) the solution for R is
1

R = -[Mﬂa'IMJ' (4.31)

Finally, substitution of (4.31) into (4.23) leads to the following

solution for P

=]
—

P MM gL

1

Therefore, the solution vector (4.18) can now be written as

M)~ (4.32)

_a I | 1T D )
11 | ,
: : |
-~ - _ - - ﬁ_ - .n_ - |
} at = a7 tmemea™ i gl U 3 s 1y)-1 i
I |
st Wb e s o e ot e A e B g i g —-L—-4 (4,33)
|
-4
1 ! du,
| ' |
s : e o
-uy | [ emea iy e g (L dy,
n ! :
- ! N - I ! s I O

It can easily be derived from (4.33), that the solution vector for changes in

the I-0 coefficients is equal to :

ﬂll du

= e -

. d tmemrg iy 7L d

——— i — — — —

(4.34)
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The latter result implies a considerable reduction of computational
requirements. The matrix S is a diagonal one,s0 that its inverse can be calcu-
lated directly. The inverse matrix of M'a-lﬂ can be calculated rather rapidly,
since its order is (2I-1) x (2I-1]). This means a considerable reduction compared
to the inverse of the original matrix B of order IIZ + 2I-1) x[I2 + 2I-1). There-
fore, the result can be calculated on almost each computer.

In the case of prior information concerning one or more of the elements
ﬁji the sams procedure can be applied, viz. Dy eliminating these known elements
a priori from the minimization procedure. Finally, it should be noted that the

possibility of negative elements ﬁji can be prevented by imposing the condition :

A > =3 (4.35)

ATk

albeit that in this case the previous efficient solution procedure cannot be
applied, so that a more time-consuming algorithm for guadratic programming with
inequalities has to be used. In the following paragraph the result obtained by

means of the Q.P.-procedure will be compared with those obtained by means of a

RAS-method.

5, A Companison o4 the RAS-method and the 0,P.-method.

The two methods, discussed in par. 2 and par.4, will be comparad on the
basis of I-0 data for Belgium. An earlier analysis of changes in Belgian I=0O
matrices was carried out by Paelinck and Waelbroeck (1883).

In this paragraph the same data will be handled and a comparison between the
RAS-method and the Q.P. method will be made. In their article Paelinck and Wael-
broeck presented an I-0 matrix of 21 Eelgian sectors, which was estimated both
for the year 1859 (in constant prices]. These I-0 data are included in Table 1
and 2 of the Appendix, respectively.

The 1959 data for intermediate sectoral inputs (y]), for intermediate
sectoral outputs (u) and for sectoral production values (x] are contained in
Table 3 of the Appendix. On the basis of the 1853 I-C table and of the successive
column and row totals from 1859 one may approximate the 'real’ I-0 matrix from
1959 by means of the 'updating-techniques' described previously.

The results, obtained by Paelinck and Waelbroeck by means of a RAS-proce-
dure, are reprinted in Table 4 of the Appendix. Next, one may compare this
'updated® matrix for 1959 (i.e. Table 4] with the matrix actually estimated for
1959 (i.,e. Table 2). In this way one may inspect the 'power' and accuracy of the

RAS-techniqua.
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In a similar wey one may deal with the Q.P.-technigue described in
par.4. By epplying the successive matrix operations a new set of 'updated'
input-output-coefficients for 1959 was obtained. The results can be found in
Table 5 of the Appendix. Our purpose 1is now (1) to analyse the predictive
*power’ of this Q.P.-approech by comparing the updated coefficients with the
actual coefficients, and (2) to compare the relative value of the R.P.=-techni~

que and the RAS~technique mutually.

A first method of testing the accuracy of the updated coefficients is
to calculate the relative mean deviation (‘mean prediction error') Letween the
updated end the actual coefficients in 1959, denoted by a?i and a?i , respectively.

Such a mean deviation m can be defined as

) |a§i i a?il
S T - (5.1)
L aji
by ¥

If the estimates a?i fall in the neighbourhood of the real coefficients agi »
the mean prediction error becomes very small. This mean deviation can be calcu-
lated both for the RAS-technique and for the Q.P.-techknique, and its value is a
measure for the relative reliability of the technigues used.
The successive values of m for the RAS-technique and for the 0.P.-technique
appeared to be equal to 0.084 and 0,105, This overall indicator shows that the
mean prediction error of the {.P.-technique is slightly higher than that of the
RAS~-technique. This relatively small difference suggests that there is no consi-
derable difference between both methods.

A more accurate and detailed conclusion can be drawn by inspecting the
sectoral mean deviations, both per column and per row. The mean deviation per

column i is defined as :

0 X
la,. = a..]|
Jd i 3
m, = 3 - (5.2)
- & a_i
j ]

The latter measure is an indicator for the (in)accuracy of the I-0 coefficients
for the intermediate inputs into each sector i.

In a similar way one may define a mean deviation for each row j as
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0 X
i laji 941
mj = = . [ 53]
L a
2 31

which indicates the relative (in)accuracy of the updated coefficients for the
intermediate outputs from each sector jJ.

The sectoral results of m, and rnj both for the RAS- and for the Q.P.~
procedure are contained in Table & and 7 of the Appendix, respectively. These
results confirm the previous provisional conclusion, that there is no consi-
derable difference in the Q.P.=- and the RAS-results. In these sectoral outcomes,
too, there 1s a slight tendency for the mean prediction error of the Q.P.-method
to be somewhat higher than that of the RAS-technigue, viz. in 15 cases of the
column deviations m, (1 = 1, ees, 21) and in 12 cases of the row deviations mj

[J - 1, o ooy 21)%

In addition to a mean deviation one may inspect a relative quadratic de-
viation ('mean sguare prediction error') between the updated and the real coef=
ficients. Such a relatlve guadratic deviation d can according to Theil (1866)

be defined as

d = (5.4)

By taking the root of (5.4) one obtains the 'rnnt-meanﬁsquara-predictinn-errur'.
An alternative measure for the accuracy of the updating-technlique is the so=

called inequality coefficient g, deflned as :

0 X .2
1 (a - g )
0 92 3t
g - = (5.5)
) aji
J,i

It is easily seen that 0<qgl, when O % a?i < Zagi. Furthermore, it 1is

obvious that q = 0, when a%, - a?
ji ji

It is obvious that the latter measure hears some resemblance to the pbjective
function of the Q.P.-procedure; this measure as well as the mean square predec-
tion error gives a higher (i.e., quadratic) 'penalty' to relatively higher
deviations from the actual pattern. The values of q for the RAS-method and for
the Q.P.-method are equal to 0.008 and 0.007, respectively. It appears that
both values have a similar order of magnitude, albeit that now the Q.P.-method

gives a slightly better result than the RAS-method. This confirms once more the

28



provisional conclusion that there is no significant difference in the quality
of the Q.P.-method and the RAS=method.

It is evident that for sach column and for each row separately also a

relative quadratic deviation can be calculated. Analogously to (5.2) and (5.3)

one may define

0 W
& 18y 1
q, = 2 (5.6)
1 .
aD
ji
and :
0 x .2
f [aji jiJ
QJ - ? [53?)
L a
i 1

The results of a and t:;;f both for the RAS-technique and for the Q.P.~technique

are contained in Table 6 and 9 of the Appendix, respectively. These values

show a global pattern nearly similar to that of m. and mj; There are only slight

variations among the

qi's and qjﬂs, and there is no significant difference in

the inequality coefficients neither for the columns ror for the rows. It appears

that in 10 cases the
QsPa=method is lower
indicator qj (j = 1,

do not permit a firm

An alternative
RAS~technique and of

analysis between the

relative quadratic deviation q; (i =1, 52+, 21) of the
than that of the RAS-method, whereas the corresponding row
»aey 21) 1s in 8 cases lower. Preliminarily, these results

conclusion in favour of one of both techniques.

way of obtaining more insight into the behaviour of the
the Q.P.~technique is to carry out successively a regression

updated and the actual coefficients. By abandoning the

intercept one obtains a regression line through the origin, the slope of which

indicates whether the updating-technique concerned under- or overestimates the

actual coefficients.

The values of the regression coefficient for the RAS~ and

the Q.P.~technique appear to be equal to 0.954 and 0.962, respectively, whereas

the successive standard errors of estimation are 0.008 and 0.004, The values of

the regression coefficients show only a minor difference, so that these results

are not sultable to discriminate between one of both techniques.

In addition, one can calculate the correlation coefficient associated

with the previous regression procedure. The value of this correlation coeffi=-

cient, denoted by r,

indicates the degree to which there is a linear correlation
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between the updated and the actual coefficients; in other words, the degree to
which there exists a systematic scalter diagram between a?i and a?i, which

shows a close linear relationship through the origin between a?i and a* The

successive values of r for the RAS- and the Q.P.-technique appear to béiﬂ.ggﬁ

and 0.997. These results again lead to the conclusion that on the average the
RAS- and the Q.P.-technique have about the same 'power' of updating or predicting
I-0 tables,

It is obvious that a similar procedure can be applied to each row and
column separately. The regression coefficients as well as the correlation
coefficients for all individual columns and rows can be defined in a similar
way, viz. for each column i and for each row j. Their values are contained in
Table 10 and 11 of the Appendix. Although there are some variations among the
regression coefficients of the RAS- and of the Q.P.-technigue, the results show
globally a similar pattern. In both cases the regression coefficients are appro=-
ximately equal to 1, so that both methods appear to provide pood estimates of
the actual pattern, although there are differences of a minor order. The succes-
sive corresponding correlation coefficients show in general a same order of

magnitude, co that more and more the conclusion 1is justified, that both techni-

ques possess the same quality in updating and predicting I~D coefficients.

Finally, one may inspect whether there is a systematic relationship between
the absolute difference in the actual end the updated coefficients (i.e., the
prediction error) on the one hand, and the actual coefficlents themselves on

the other hand. So, by defining

0 :!El'

& -
oy = a2, - ot

i1 [5e8]
one may check whether there is a systematic linear relationship between &a,i
and a?,, both for the RAS-method and for the [.P.-method. An (arbitrary) example

Ji
of such a linear relationship is contained in figure l.

The value of the regression coefficient between &aji and a?i indicates
whether there is a systematic link between the absolute value of the prediction
error per element and the value of the coefficient itself. These regression
coefficients appeared to be equal to 0.071 and 0.058 for the RAS- and the Q.F.-
method, respectively, with respective standard errors 0.003 and 0.,003. This
result indicates once more that a definite conclusion in favour of one of both

technigues is hard to draw, as appears also from the correlation coefficients,

which are equal to 0.754 and 0.621, respectively.
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Figure 1. A linear relationship between prediction errors
and actual values of I-0 coefficients.

In a similar way one may calculate the regression coefficienis and the
correlation coefficients per row and per column both for the RAS- and the QaP.=
method. These coefficients can be found in Table 12 and 13 of the Appendix,
respectively.

The values nf these coefficients appear to show considerable differences
both per row and per column. There 1s, however, no systematic discriminating
link either with respect to the individual sectors concerned or with respect to
columns and rows. The only conclusion that can be drawn is that the size of the
prediction error shows only a slightly positive relationship with respect to
the level of the actual coefficient, Loth for the RAS- and far the Q.P.-technique.

By including an intercept into the previous regression procedure, the
results were not essentially affected, except that the constant term itself

appeared to be freqguently non-significant.
6. Evaluation and OQutline of Funthien Applications.

The results presented in par. 5 show that a unicue conclusion either in
favour of the RAS-technigue or in favour of the Q.P.-technicue cannot be drawn.
The differences in the mean predicticn errors, in the mean sguare errors and in
the regression and correlstion coefficients do not permit a definite conclusion,
The specific property of the Q.P.-method is that it tends to truncate large
deviations from an initial value of a coefficient owing to the quadratic 'penalty'
function, as can be illustrated by inspecting the results for the elements 523
and 8pq both for the RAS- and for the Q.P.-technique. This suggests that the
R.P.-method might be helpful in the case of short-run adaptations of I-0 tables,

when considerable changes in I-0 coefficients are less acceptable. Preliminarily,

the general conclusion may be that the RAS-technique and the §.P.-technigque are
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almost eqguivalent methods in updating problems.

Finally, it should be noted that the previous updating technigues can not
only be applied in the case of I-0 models, but also in demographic, traffic and
modal=-split models, and in many other allocation models which suffer from a lack
of reliable and adequate permanent information.

A very specific application of the technigues described previously might
be in pollution problems. As is well known, the relationship between the emission
of pollution and the level of production can be represented by means of constant
pollution=I-0-coefficients (P-I-O-coefficients). Such a relationship can be re-

presanted as
e = Bx , (G.1)

where e reprasents a vector of order (K x 1) with elements Ek (k=l, = , k],

representing the level of emission of pollutant k (carbon monoxide, sulfur

dioxide, etc.). The relationship between the level e, of pollutant k and the

ki
level X4 of production i (i = 1, ce., I) can be represented by means of the

F=I-0-coefficient b The matrix B in (6.1), of order K x I, contains all these

ki®
P=I-O=coefficients.

f\ very serious problem in pollution research is the estimation of the
matrix B, as well as the yearly updating of this matrix. This matrix appears
to be rather unstable, because the large-scale environmental deterioration
forces entrepreneurs to implement alternative production processes leading to
considerable changes both in the volume and in the 'mix' of emitted pollutants.
It is extremely difficult to collect yearly data for these technical changes.

Therefore, an alternative approach might be to estimate the changes in B
with the aid of known marginal data, given a known value of B in a certain
basis year. Then the only problem is to collect data for e and X. In general,
it will be possible to estimate the sectoral production levels X, but the de-
termination of the emission of pollution p is frequently overloaded with diffi-
culties.

In this case an alternative way may be to approximate the volume of
emitted pollutants by means of data cancerning the concentration of pollution
at saveral observation points. In taking account of wind speed, wind direction
and meteoroclogical stability conditions the concentration of pollution at certailn
points can be 'transformed'®' into estimated emission values at the source by
means of meteorological diffusion formulas. Such a diffusion analysis enables

one to approximate the average emission of pellution at a certain reglon, given
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a series of measurements on concentrations of peollution at several points
(inside and/or outside the region]. Once the unknown level of p has been
estimated, one could use (B,1) as a side-condition in the Q.P.-technique,
viz. by minimizing the relative quadratic differences between actual and past
values of the P-I-O-coefficients, given the new marginal conditions (6.1).

The previous procedure shows stlll another possibility of the [.P.-
technigue. It serves to solve the number of degrees of freedom in updating
problems without any restrictions on the number of side~conditions; for
instance, in the previous P-I-O-case anly horizontal additivity conditions
were imposed, while the vertical conditions are disregarded. In this case
the classical RAS-technique is not applicable, since it is based on horizontal
and vertical marginal data, though a simplified RA- or AS-technique might give
a first approximation. Whether Q.P.- or KAS-method is better in this case has

still to Le investigated.
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