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1. Introduction,

One of the serious problems in regional analysis and forecasting is the

lack of adequate and reliable data. Particularly, detailed interindustry models

based on "technical coefficients", the so-called input-output models (I-0

models), require a lot of information. It is altogether timeconsuming and

costly to estimate a yearly I-O table. On the other hand, the technical coef-

ficients once estimated are inherently unstable over a series of years. So, as

is well known, the problem arises as to how to adjust a known I-O table on the

basis of a limited quantity of information for later time periods.

One of the methods used to adjust a known I-O matrix from a certain basis

year with the aid of known row and column totals from a later year is the so-

called RAS-method. Expositions of this method are contained among others in

Stone (1963), Paelinck and Waelbroeck (1963), Bacharach (1965), Schneider

(1965), Theil (1966), Lecomber (1971), Glattfelder and Vdczi (1972), Mazys (1972)

and Van Straelen (1972). The major part of these authors do not only discuss

the properties of the RAS-method itself, but attempt to solve certain short~-

comings of the RAS-method. In addition to the RAS-method some alternative methods

of updating I-0 tables are developed, viz. the statistical correction method

developed by Tilanus (1965) and the linear programming method developed by

Matuszewski et al. (1964). A comparison of the RAS-method with the statistical

correction method is contained in Tilanus (1965), while a comparison of the RAS~

method with a linear programming method can be found in Schneider (1965).

In this paper attention will be paid to an alternative way of adjusting

technical coefficients, viz. a quadratic progranming method. An analytical

expression for the updating procedure will be derived, and next the quadratic

programming approach will be tested for I-O data of the Belgian economy. The

results will be compared with the RAS-results obtained for the same data of

the Belgian economy by inspecting the standard errors of the projections. For

that reason first a brief exposition of the RAS-method will be presented.
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2. The RAS-method,

The RAS-method or biproportional method of updating I-O matrices attempts

to gauge simultaneously two effects in the adjustment procedure, viz. (1) rela-
tive shifts in the required input Proportions of a certain activity (i.e., sub-

stitution), and (2) changes in the productivity (i.e., less inputs per unit of

output). Both effects are assumed to exert a systematic untform influence upon
the rows and columns of I-O tables. The substitution effect requires a systema-

tic adaptation of the rows of an I-0 table, while the productivity effect requi-

res a systematic adaptation of the successive colwms of an I-O table. A uniform

adjustment of the rows is obtained by premultiplying the I-O matrix with a dia-

gonal matrix a while a uniform adjustment of the columns is obtained by post-

multiplying the I-O matrix with a diagonal matrix es Therefore, a new I-O matrix

ax is related to an I-O matrix A from a previous period as :

eras
(261)

The previous adjustment is possible only if ¢ and 3 are known. The estima-

tion of if and S for a certain year is based on the row and column totals of the
year concerned. The following row and column data are necessary : the vector of
sectoral production levels Gd. the vector of primary inputs per sector Ww),

and the vector of final demand per sector (#). By means of these data the total
intermediate output of commodities (u) and the total intermediate input into

commodities (y) can be calculated, respectively, as :

(2.2)
use I

>

and :

yrxry
(2.3)

By making use of the balance equation for supply and demand in the classi-

cal I-O model, viz.,

xxe ee (2.4)
it can easily be derived, that

us a® x (2.5)
Analogously, with the aid of the balance equation for production value and

factor costs, viz.,

x= x)t ie, (2.6)
one can derive that :
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yr xara, (2.7)

where x is a diagonal matrix the diagonal elements of which are the elements

of x and where i is a unit (summation) vector.

Substitution of (2.1) into (2.5) and (2.7) yields :

rAsx*®u (2.8)

and

xsA’ rey, (2.9)

where © is a vector containing the diagonal elements of r. The systems (2.8)

and (2. 9) are a set of nonlinear equations containing the unknown elements of

r and ay Since the number of equations is equal to the number of unknown ele-

ments, this system can, in principle, be solved.

The solution procedure itself is an iterative method converging towards

the solution in a series of successive steps. The initial step is to insert

into (2.8) the unit matrix as a preliminary solution for a and next to solve

for the resulting value of ms Then, the latter value is substituted into (2.9)

in order to determine a new value for Se Once this value has been calculated,

one switches again to (2.8) in order to derive a new value for r and so forth,

until the final solution is approximated up to a required degree of precision.

The convergence and uniqueness of this RAS-procedure are discussed by Bacharach

(1865).

It is obvious that the RAS-method is based on some rigorous assumptions

in particular the assumption of a uniform effect over each column and over each

row. AS a counter example, Paelinck and Waelbroeck (1963) observed a bad esti-

mation of the substitution effect in the case of the coal industry, since coal

was used as a raw material in the coke industry and as a fuel input elsewhere.

By eliminating a priort these elements from the RAS=procedure and by making an

independent estimation of these elements the RAS-procedure can be applied to the

remaining elements, taking into account the prior information concerning the

previous elements. In general, by means of prior information the quality of the

adjustments is considerably enlarged (so-called “truncated” RAS-method).

3, Programming Methods for Updating I-0 Tables,

As mentioned, another method of updating the technical coefficients of

an I-O matrix was a linear programming method developed by Matuszewski et al.

(1964), This method minimizes the relative deviations between the original

value and the adjusted value of the coefficients of an I-0 table. If the coef~
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ficients of the original matrix A and of the updated matrix ax are denoted by

ass and ayy oe UF 8 Le wees Te 2 ™ Ve sesiey, TD, respectively, the minimand is :

x
a - 38

minw = ¢ |-Jt__jt) (3.1)
ied “ji

This objective function has to be minimized subject to the conditions (2.5)

and (27)s the result is essentially a linear programming model, which can be

solved by means of standard techniques.

One of the major drawbacks of the linear programming method is the fact

that the results may yield negattve values for the updated coefficients, By

introducing additional constraints, viz. lower limits of ae » Non-negativity

can be preserved. Another drawback of the linear programming method is its
implicit rigidity : the solutions of the linear programming model are always

corner solutions. This implies that frequently zero-values will be found for

the adjusted coefficients, unless lower limits are imposed @ prtort (these
lower limits are frequently rather arbitrary). An excessive positive variation

of the coefficients can be prevented in a similar way by imposing arbitrary
upper limits on the individual elements. Furthermore, corner solutions are

often rather rigid with respect to minor changes in the minimand, so that often
in the case of (3.1) a small shift in 754 will exert no influence at all. It
was shown by Schneider (1965) that linear programming methods tend to provide
adjustments with a lower quality than those of the RAS-method.

For that reason in this Paper an alternative method of adjusting I-o

coefficients will be derived, viz. a quadratic programming method, This method
is less rigid than the linear programming method, and was first proposed by
Friedlander (1961) for demographic projections. The Purpose of this paper is
to derive an analytical expression for the adjusted coefficients, and to compare
the quality of the adjustments with those obtained by a RAS-method. In a next
Paragraph the quadratic programming method will be set out in more detail.

4. A Quadratic Programming Approach for the Adjustment of 1-0 Coefficients,

Instead of the objective function (3.1) it will be assumed here that the
quadratic deviations between the original values and adjusted values of the I-0

coefficients are to minimized. In order to prevent excessive variations in
smaller coefficients the relative quadratic deviations are minimized. Therefore,
the following quadratic programming (Q.P.) model arises (taking account of

(2.5) and (2.7)) +
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mines 5 5 (Jetty? (4.0)
i,j ji

Sot.

ure x
y"x (a®)? i

Next, one may define :

x
ay, 8a + S54 (4,2)

or

eae (4.3)

Substitution of (4.2) and (4.3) into (4.1) yields

Aa,
¢ Cbs?
ij 54

minw = +5 (4.4)

Seto

us (A+ A) x

yrx At aya

By defining :

du = u- Ax (4.5)

and :

dy =y - xAP i (4.6)

one obtains instead of (4.4) :

Bye

minus Zr (Se)? (4.7)
i,j ji

Sote

ou = ax
gy = x ati

The Lagrangean function L associated with (4.7) is :

Ay x= du owt ah ae gy), (4,8)
4

a: ¢ SE?

4.3 44

where A and « are vectors of Lagrange multipliers associated with the previous

systems of balance conditions. The Lagrangean function can be written in terms
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of individual elements as :

41 ji 2
bes F ()"- £ ALA. x, + £4, du, - Eu.d..x, + Bu, dy (4,9)2 tg ay4 453 J gard dj 3 j i,j 2 Jit i i i

The first-order conditions associated with (4.9) are:

 

As
al ‘di 2 .—_—_. = ae =O W ¥ 4.
28,5 2 Wp UGX dy. j (4.10)

J ji

al -a OE ALx, - du, = 0 vjBs i jiva J

al lA 3a x, ~ dy, = 0 viar, j jivi i

The second-order conditions for a minimum are obviously satisfied (a convex
minimand defined on a convex set of side-conditions), The previous first-order

conditions can be represented in matrix notation as :

[a |

x,

0 olx. 0 O i, | 0Bea | “I \ @eoe ; 1K eon 1 11 ;
II’ it Plo. 1 1% i i i Vs N 1 4y5 '\ bay ft ug ft \. Oo i tR reo rid BS ' 1\ ' x O soee OO Ox ' 1\ \ ' i

! '
' ‘
' '

' '
Sa9 '

a '
| '
Lo ‘

4 '
Tl |

|

rp !
t t

|

Sty 0

        



The latter system contains x* + 2 T equations with i unknown variables Say I

unknown variables dy and I unknown variables wae Such a linear system of equa-

tions can be solved in principle, if all equations are independent; in other

words, if the matrix of coefficients is non-singular. There is, however, 4

strong dependency among the equations, associated the side-conditions, because

the total change in intermediate production should be equal to the total change

in intermediate requirements :

5 du, = g dy,
(4,12)

or:

i’ gu = a’ gy
(4,13)

This can formally be proved by substituting (4,5) and (4.6) into (4.13), viz.

 

yraitxati, (4.14)
  

and next by substituting (2.5) and (2.7) into (4.14)

ara x= Axe ORCA) ao aT RAY A (4.15)

or:

ioe at xara (4.16)

si’ bx i

= i' Ax » Gerdes

Therefore, one of the equations for the side-conditions can be dropped

from the coefficient matrix of (4.11). This implies that one row and one corres~

ponding column can be eliminated, so that the order of the coefficient matrix

becomes (7? + 21-1) x (1? + 21 + 1). The resulting system of equations can now

be written in a condensed form as

Bzec
(4,17)

The unknown vector z is of order (1? + 21 - 1)s it contains i’ unknown elements

Soa and 2I - 1 unknown elements Ay and Bas In a similar way the elements of B

and of c¢ can be considered. Assuming 6 is non-singular, one can easily solve z

as

oizB oo (4.18)
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In order to reduce the computational work one may carry out a partition

of the matrix B as follows :

’ (4,19)

 

7 2.
where d is the left upperpart of the matrix B, viz. the (1? x I”) diagonal

matrix with main-diagonal elements i o K, M and the zero-matrix O are defined

in a similar way. O44

It is easily seen, that K = M%', so that K can be replaced by M'. The inverse

matrix of 6B can be written according to the partition of GB as ¢

'
nlp

Bos poet (4.20)

IR
9 |

Obviously, the matrices N, P, Q and R have to be determined such that the follo-

wing condition (multiplicative form of the inverse) is satisfied :

- | | !
d | m NOI P I io

| |
imam i <r = cic iano (4.21)

myo Q R oO I
' - 1 1

The latter system can be written, successively, as :

dN+ MQ = T (4.22)

dP+MR =O (4.23)

MN (409) = O (4.24)

mp (+0R) = I (4.25)

Premultiplication of (4.22) with mgt gives :

, sch sgtMN + M'd MQ = M'd (4.26)

Substitution of (4.24) into (4.26) gives :
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or :

Next,

solut

md? mg = mgt (4.27)

a= cag? ym? mgr? (4.28)

Substitution of (4.28) into (4,22) gives the following solution for N :

We gt = go) meeg7} my) edn (4.29)

By premultiplying (4.23) with aq) one obtains
mp + vdwR =o (4.30)
by substituting (4.25) into (4.30) the solution for R ds :
R= =(meg7ty) 2 (4.31)
Finally, substitution of (4.31) into (4.23) leads to the following

ion for P:

Pe dt memetm2 (4.32)

Therefore, the solution vector (4.18) can now be written as

r r
t

‘iy ! :
{ i |
I at = atestm) eget | Solemdyn}
! 1jH-t- -} #|--~~—+-----+------- I~-L-j (4,33)1

way | du,
| \ \

pel { =

Le.
mu,

|

ford tiny tna i
I
It

cngty dy,
I

\
1

It can easily be derived from (4.33), that the solution vector for changes in
the I-O coefficients is equal to :

4 1
du

1 1Mm)” (4.34)   4
1
' 54 _
| |= d mcm
1

|

a
r
e
e
s
e
i ne
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The latter result implies a considerable reduction of computational

requirements. The matrix a is a diagonal one,so that its inverse can be calcu-

lated directly. The inverse matrix of mage tn can be calculated rather rapidly,

since its order is (2I-1) x (2I-1). This means a considerable reduction compared

to the inverse of the original matrix B of order ¢x* 4, 21-1) x1? + 21-1). There-

fore, the result can be calculated on almost each computer.

In the case of prior information concerning one or more of the elements

Sia the same procedure can be applied, viz. by eliminating these known elements

a priort from the minimization procedure. Finally, it should be noted that the

possibility of negative elements 4a can be prevented by imposing the condition :

4 27a44 (4.35)
ji’

albeit that in this case the previous efficient solution procedure cannot be

applied, so that a more time-consuming algorithm for quadratic programming with

inequalities has to be used. In the following paragraph the result obtained by

means of the Q.P.-procedure will be compared with those obtained by means of a

RAS-met hod o

5, A Comparison of the RAS-method and the 0.P.-method.

The two methods, discussed in par. 2 and par.4, will be compared on the

basis of I-O data for Belgium. An earlier analysis of changes in Belgian I-0

matrices was carried out by Paelinck and Waelbroeck (1963).

In this paragraph the same data will be handled and a comparison between the

RAS-method and the Q.P. method will be made. In their article Paelinck and Wael-

broack presented an I-O matrix of 21 Belgian sectors, which was estimated both

for the year 1959 (in constant prices). These I-0 data are included in Table 1

and 2 of the Appendix, respectively.

The 1959 data for intermediate sectoral inputs (yi, for intermediate

sectoral outputs (uw) and for sectoral production values (x) are contained in

Table 3 of the Appendix. On the basis of the 1953 I-G table and of the successive

column and row totals from 1959 one may approximate the "real’ I-O matrix from

1959 by means of the "updating-techniques’ described previously.

The results, obtained by Paelinck and Waelbroeck by means of a RAS~proce~

dure, are reprinted in Table 4 of the Appendix. Next, one may compare this

"updated’ matrix for 1959 (i.e. Table 4) with the matrix actually estimated for

1959 (i.e. Table 2). In this way one may inspect the "power' and accuracy of the

RAS-technique.
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In a similar way one may deal with the Q.P.-technique described in

par.4, By applying the successive matrix operations a new set of ’updated’

input~output~coefficients for 1959 was obtained. The results can be found in

Table 5 of the Appendix. Our purpose is now (1) to analyse the predictive

‘power’ of this Q.P.-approech by comparing the updated coefficients with the

actual coefficients, and (2) to compare the relative value of the Q.P.-techni-

que and the RAS~technique mutually.

A first method of testing the accuracy of the updated coefficients is

to calculate the relative mean deviation (‘mean prediction error’) between the

updated end the actual coefficients in 1959, denoted ty ay and as » respectively.
Such a mean deviation m can be defined as :

(5.1)

 

If the estimates ay fall in the neighbourhood of the real coefficients as rl
the mean prediction error becomes very small. This mean deviation can be calcu-

lated both for the RAS-technique and for the Q.P.-technique, and its value is a

measure for the relative reliability of the techniques used.

The successive values of m for the RAS-technique and for the Q.P.-technique

appeared to be equal to 0.094 and 0.105, This overall indicator shows that the

mean prediction error of the Q.P.~technique is slightly higher than that of the

RAS-technique. This relatively small difference suggests that there is no consi-

derable difference between both methods.

A more accurate and detailed conclusion can be drawn by inspecting the

sectoral mean deviations, both per column and per row, The mean deviation per

column i is defined as :

sat St Glew
i ji ji

m= a (5.2)
z aay
3 4

|
 

The latter measure is an indicator for the (inaccuracy of the I-O coefficients

for the intermediate inputs into each sector i,

In a similar way one may define a mean deviation for each row j as :
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re
(5.3)

which indicates the relative {in)accuracy of the updated coefficients for the

intermediate outputs from each sector Jj.

The sectoral results of my and my both for the RAS- and for the Q.Pem

procedure are contained in Table 6 and 7 of the Appendix, respectively. These

results confirm the previous provisional conclusion, that there is no consi-

derable difference in the Q.P.- and the RAS-results. In these sectoral outcomes,

too, there is a slight tendency for the mean prediction error of the Q.P.-method

to be somewhat higher than that of the RAS-technique, viz. in 15 cases of the

column deviations my (4 = 1, eee, 21) and in 12 cases of the row deviations mj

(j= 1, cee, 21)-

In addition to a mean deviation one may inspect a relative quadratic de-

viation (*mean square prediction error') between the updated and the real coef-

ficients. Such a relative quadratic deviation d can according to Theil (1966)

be defined as }

S (ang  yyd
J

gs
(5.4)

By taking the root of (5.4) one obtains the * poot-mean-square-predictio
n-error’ +

An alternative measure for the accuracy of the updating-technique is the so-

called inequality coefficient gq, defined as :

oO x 12
z la,, - a,,)
pa st O58

qe24
(5.5)

rE ayy

ie 2

It is easily seen that Og q ¢ 1, when O< ay ‘ zat is Furthermore, it is

obvious that q + 0, when at, > a°
ji “G1

It is obvious that the latter measure bears some resemblance to the objective

function of the Q.P.-procedures this measure as well as the mean square predec~

tion error gives a higher (i.e., quadratic) ‘penalty’ to relatively higher

deviations from the actual pattern. The values of q for the RAS-method and for

the Q.P.-method are equal to 0.008 and 0.007, respectively. It appears that

both values have a similar order of magnitude, albeit that now the Q.P.-method

gives a slightly better result than the RAS-method. This confirms once more the
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provisional conclusion that there is no significant difference in the quality

of the Q.P.-method and the RAS-method.

It is evident that for each column and for each row separately also a

relative quadratic deviation can be calculated. Analogously to (5.2) and (5.3)

one may define :

o _ * 42

Ji 7Oya
q,= (5.6)

= la

q, ° ——_,——_ (5.7)

The results of a and a, both for the RAS-technique and for the Q.P.-technique

are contained in Table 6 and 9 of the Appendix, respectively. These values

show a global pattern nearly similar to that of m; and mA There are only slight

variations among the q,’s and q,°s. and there is no significant difference in

the inequality coefficients neither for the columns nor for the rows, It appears

that in 10 cases the relative quadratic deviation a; (i = 1, 30., 21) of the

Q.Pa-method is lower than that of the RAS-method, whereas the corresponding row

indicator q, (j = 1, oes, 21) is in 9 cases lower, Preliminarily, these results

do not permit a firm conclusion in favour of one of both techniques.

An alternative way of obtaining more insight into the behaviour of the

RAS-technique and of the Q.P.-technique is to carry out successively a regression

analysis between the updated and the actual coefficients. By abandoning the

intercept one obtains a regression line through the origin, the slope of which

indicates whether the updating-technique concerned under- or overestimates the

actual coefficients, The values of the regression coefficient for the RAS- and

the Q.P.-technique appear to be equal to 0.954 and 0.962, respectively, whereas

the successive standard errors of estimation are 0.008 and 0.004, The values of

the regression coefficients show only a minor difference, so that these results

ere not suitable to discriminate between one of both techniques.

In addition, one can calculate the correlation coefficient associated

with the previous regression procedure. The value of this correlation coeffi-
cient, denoted by r, indicates the degree to which there is a linear correlation
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between the updated and the actual coefficients; in other words, the degree to

which there exists a systematic scalter diagram between as and Bie which

shows a close linear relationship through the origin between 4 and ae The

successive values of r for the RAS- and the Q.P.-technique appear to be 0.996

and 0.997. These results again lead to the conclusion that on the average the

RAS- and the Q.P.-technique have about the same ‘power’ of updating or predicting

I-0 tables,

It is obvious that a similar procedure can be applied to each row and

column separately. The regression coefficients as well as the correlation

coefficients for all individual columns and rows can be defined in a similar

way, viz. for each column i and for each row j. Their values are contained in

Table 10 and 11 of the Appendix. Although there are some variations among the

regression coefficients of the RAS- and of the Q.P.-technique, the results show

globally a similar pattern. In both cases the regression coefficients are appro-

ximately equal to 1, so that both methods appear to provide good estimates of

the actual pattern, although there are differences of a minor order. The succes-

sive corresponding correlation coefficients show in general a same order of

magnitude, so that more and more the conclusion is justified, that both techni-

ques possess the same quality in updating and predicting I-0 coefficients.

Finally, one may inspect whether there is a systematic relationship between

the absolute difference in the actual and the updated coefficients (i.e., the

prediction error) on the one hand, and the actual coefficients themselves on

the other hand. So, by defining :

ag. Bagl »Sa, * lay = ayaya (5.8)

one may check whether there is a systematic linear relationship between Aay4

and aya both for the RAS-method and for the Q.P.-method. An (arbitrary) example

of such a linear relationship is contained in figure 1.

The value of the regression coefficient between 54 and a indicates

whether there is a systematic link between the absolute value of the prediction

error per element and the value of the coefficient itself. These regression

coefficients appeared to be equal to 0.071 and 0,058 for the RAS- and the Q.P.-

method, respectively, with respective standard errors 0.003 and 0.003. This

result indicates once more that a definite conclusion in favour of one of both

techniques is hard to draw, as appears also from the correlation coefficients,

which are equal to 0.754 and 0.621, respectively.
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Figure l. A linear relationship between prediction errors

and actual values of I-0 coefficients.

In a similar way one may calculate the regression coefficients and the

correlation coefficients per row and per column both for the RAS~ and the Q.P.-

method, These coefficients can be found in Table 12 and 13 of the Appendix,

respectively.

The values of these coefficients appear to show considerable differences

both per row and per column. There is, however, no systematic discriminating

link either with respect to the individual sectors concerned or with respect to

columns and rows. The only conclusion that can be drawn is that the size of the

prediction error shows only a slightly positive relationship with respect to

the level of the actual coefficient, both for the RAS- and for the Q.P.-technique.

By including an intercept into the previous regression procedure, the

results were not essentially affected, except that the constant term itself

appeared to be frequently non-significant.

6. Evaluation and Outline of Further Applications.

The results presented in par. 5 show that a unique conclusion either in

favour of the RAS-technique or in favour of the Q@.P.-technicue cannot be drawn.

The differences in the mean prediction errors, in the mean Square errors and in

the regression and correlation coefficients do not permit a definite conclusion.

The specific property of the Q.P.-method is that it tends to truncate large

deviations from an initial value of a coefficient owing to the quadratic 'penalty'

function, as can be illustrated by inspecting the results for the elements agg

and agg both for the RAS- and for the Q.P.-technique. This suggests that the

Q.P.-method might be helpful in the case of short-run adaptations of I-O tables,

when considerable changes in I-O coefficients are less acceptable. Preliminarily,

the general conclusion may be that the RAS-technique and the Q.P.-technique are
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almost equivalent methods in updating problems.

Finally, it should be noted that the previous updating techniques can not

only be applied in the case of I-0 models, but also in demographic, traffic and

modal-split models, and in many other allocation models which suffer from a lack

of reliable and adequate permanent information.

A very specific application of the techniques described previously might

be in pollution problems. As is well known, the relationship between the emission

of pollution and the level of production can be represented by means of constant

pollution-I-O-coefficients (P-I-O-coefficients). Such a relationship can be re-

presented as

e= Bx, (6.1)

where e represents a vector of order (K x 1) with elements a (kel, - , kK),

representing the level of emission of pollutant k (carbon monoxide, sulfur

dioxide, etc.),. The relationship between the level ee of pollutant k and the

level x of production i (i = 1, ose, I) can be represented by means of the

P-I-O-coefficient Dae The matrix 6 in (6.1), of order K x I, contains all these

P-I-O-coefficients.

A very serious problem in pollution research is the estimation of the

matrix B, as well as the yearly updating of this matrix. This matrix appears

to be rather unstable, because the large-scale environmental deterioration

forces entrepreneurs to implement alternative production processes leading to

considerable changes both in the volume and in the 'mix' of emitted pollutants.

It is extremely difficult to collect yearly data for these technical changes.

Therefore, an alternative approach might be to estimate the changes in B

with the aid of known marginal data, given a known value of & in a certain

basis year. Then the only problem is to collect data for e and x. In general,

it will be possible to estimate the sectoral production levels x but the de-

termination of the emission of pollution p is frequently overloaded with diffi-

culties.

In this case an alternative way may be to approximate the volume of

emitted pollutants by means of data concerning the concentration of pollution

at several observation points. In taking account of wind speed, wind direction

and meteorological stability conditions the concentration of pollution at certain

points can be 'transformed’ into estimated emission values at the source by

means of meteorological diffusion formulae. Such a diffusion analysis enables

one to approximate the average emission of pollution at a certain region, given
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a series of measurements on concentrations of pollution at several points

(inside and/or outside the region). Once the unknown level of Bp has been

estimated, one could use (6.1) as a side-condition in the Q.P.-technique,

viz. by minimizing the relative quadratic differences between actual and past

values of the P-I-O-coefficients, given the new marginal conditions (6.1).

The previous procedure shows still another possibility of the Q.P.-

technique. It serves to solve the number of degrees of freedom in updating

problems without any restrictions on the number of side-conditions; for

instance, in the previous P-I-O-case only horizontal additivity conditions

were imposed, while the vertical conditions are disregarded. In this case

the classical RAS-technique is not applicable, since it is based on horizontal

and vertical marginal data, though a simplified RA- or AS-technique might give

a first approximation. Whether Q.P.- or RAS-method is better in this case has

still to Le investigated.
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