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1 Motivation

We propose a generalized metaheuristics structure that uni�es di�erent meta-
heuristics such as iterated local search, simulated annealing, variable neighbor-
hood search, iterated greedy and greedy randomized adaptive search procedures.
From this metaheuristic structure, we can instantiate each of the above mentioned
metaheuristics, but we also can generate novel combinations of the algorithmic
components of those metaheuristics and embed metaheuristics within others. In
fact, the possibility of embedding metaheuristics into others (or itself) leads to
the ability to recursively call one metaheuristic within another one.

This generalized metaheuristics structure is implemented through a context-
free grammar. The grammar is composed of a set of production rules and each
production rule can be seen as encoding the set of possibilities to instantiate one
speci�c component of the metaheuristics [4]. With the production rules, we can
therefore encode discrete alternative choices for an algorithmic component. As
an example, we can choose the type of modi�cation (say, neighborhood) in the
perturbation of an iterated local search algorithm. But we also can de�ne through
this grammar, the numerical values of parameters, for example, the strength of
a perturbation. Thus, from the grammar we can derive structurally di�erent
stochastic local search algorithms that are fully instantiated, that is, where all
numerical parameters have de�ned values. The grammar de�nes a large search
space that is the set of the possible con�gurations. We then use an automatic
algorithm con�guration tool to instantiate algorithms from the grammar.

2 Framework

The grammar is implemented in Python and gives the set of possible algorithm
con�gurations. From this grammar, we can instantiate a speci�c con�guration in
our generalized metaheuristic structure that is output in the form of a program
that can be compiled with ParadisEO. ParadisEO is a C++ white-box framework
dedicated to the reusable design of metaheuristics [1]. ParadisEO is based on a
conceptual separation of the problem modeling and the solving methods. A large
set of implemented classes is available that represents components of stochastic



local search [2] such as hill climber methods, simulated annealing and iterated
local search. When solving a problem, only the instance parser, the objective
function and the neighborhood are to be implemented to use ParadisEO. The
iterated racing procedure from the Irace package [3] is applied as an automatic
algorithm con�guration tool. This procedure aims at con�guring the algorithmic
components and setting the numerical parameters in order to obtain an e�cient
algorithm.

3 Experimental Results

Designing an e�cient metaheuristic for a problem is a hard and time-consuming
task. Many greedy heuristics are found for the classical problems of the literature.
Here, we apply our framework to two classical NP-hard problems to prove the
interest of the proposed framework. The �rst one is a bit string problem called
unconstrained binary quadratic programming. Various heuristics are known and
used to solve this problem [5]. The second problem is the permutation �owshop
scheduling problem with weighted tardiness. The iterated racing procedure will
be used to give for each problem the best con�guration. Then, the performance of
the best con�guration is compared to the state-of-the-art algorithm implemented
in the framework. Experiments are on going and results will be presented at the
conference.
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