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Welcome to ORBEL 36

We are delighted to welcome you to Gent for the 36th edition of the ORBEL conference. It has
been a long two and a half years since the ORBEL conference last took place in person. There-
fore we are especially pleased to be meeting with you all at KU Leuven’s Technology Campus.

Thanks to your submissions, ORBEL 36 offers an exciting and diverse program. In total 66
talks are scheduled, divided across 23 parallel sessions. We hope you will also enjoy the two
plenary sessions given by our distinguished invited speakers: Prof. Michael Schneider and Prof.
Antonio Martinez-Sykora.

We wish to thank the members of the Scientific Committee, the Organizing Committee and
the local organizers for all their time and assistance during the preparation of the event. Thanks
also to our three sponsors: OMP, GUROBI and N-SIDE.

We hope you have an enjoyable and fruitful conference!

Tony WAUTERS
Conference chair

Sponsors
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Program overview

Monday, September 12

8:30-9:30 Registration & welcome coffee Cafetaria
9:30-9:45 Opening session E036 (Groot Auditorium)
9:30-10:45 Plenary talk E036 (Groot Auditorium)

Michael Schneider
10:45-11:15 Coffee break Cafetaria
11:15-12:30 Parallel sessions

MA-1: OR4Logistics -Health Care D002
MA-2: Scheduling E030
MA-3: Logistics E031
MA-4: Data Science 1 E033

12:30-14:00 Lunch break Cafetaria
ORBEL board meeting E033

14:00-15:15 Parallel sessions
MB-1: OR4Logistics - Warehousing D002
MB-2: Cutting & Packing 1 E030
MB-3: Routing E031
MB-4: Data Science 2 E033

15:15-15:45 Coffee break Cafetaria
15:45-17:00 Parallel sessions

MC-1: OR4Logistics - Production D002
MC-2: Sports E030
MC-3: Graphs E031
MC-4: Data Science 3 E033

19:00-23:00 Conference dinner Brasserie Pakhuis
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Tuesday, September 13

9:00-9:30 Welcome coffee Cafetaria
9:30-10:45 Parallel sessions

TA-1: OR4Logistics - Passenger Transport D002
TA-2: Timetabling E030
TA-3: Tools E031
TA-4: OR Methods 1 E033

10:45-11:15 Coffee break Cafetaria
11:15-12:30 Parallel sessions

TB-1: OR4Logistics - Freight Transport D002
TB-2: Cutting & Packing 2 E030
TB-3: Production E031
TB-4: OR Methods 2 E033

12:30-14:00 Lunch break Cafetaria
14:00-15:15 Parallel sessions

TC-1: OR4Logistics - Routing D002
TC-2: Simulation Optimization E030
TC-4: OR Methods 3 E033

15:15-15:45 Coffee break Cafetaria
15:45-16:45 Plenary talk E036 (Groot Auditorium)

Antonio Martinez-Sykora
16:45-17:30 Farewell drink Cafetaria
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Detailed program

Monday 11:15-12:30

MA-1: OR4Logistics - Health Care

Chair: A. Delaet

An integrated nurse rerostering and routing problem in hospital-at-home
A. Maharani, Y. Arda, V. François . . . . . . . . . . . . . . . . . . . . . . . . . . 22

An inventory-routing problem for cooperative hospital supply chain operations
S. Mertens, L. Vanbrabant, K. Braekers, A. Caris . . . . . . . . . . . . . . . . . 24

Integrated decision-making in home health care: review, model and first results
A. Delaet, K. Braekers, Y. Molenbruch, K. Ramaekers . . . . . . . . . . . . . . . 26

MA-2: Scheduling

Chair: S. Michelini

Order picking problem: Exact and heuristic algorithms for the Generalized Travelling
Salesman Problem with geographical overlap between clusters
F. Rajabighamchi, S. van Hoesel, C. Defryn . . . . . . . . . . . . . . . . . . . . . 28

A framework for formulating competence-aware scheduling models
C. Miguel Palao, S. Hoedt, J. Cottyn, E. Aghezzaf . . . . . . . . . . . . . . . . . 30

A Global Constraint for Modeling Time in Scheduling Problems for Local Search
S. Michelini, R. De Landtsheer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

MA-3: Logistics

Chair: M. Wens

A multi-period collaborative model for analyzing the impact of a city hub on city
logistics
T. Iswari, K. Braekers, A. Caris . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

Semi-flexible demand-responsive feeder bus systems for suburban areas using VNS
F. Sartori Vieira, K. Sörensen, P. Vansteenwegen . . . . . . . . . . . . . . . . . . 36

Optimising Highway Vehicle Trajectories With a MILP; Case Study on the Ring of
Antwerp
M. Wens, M. Arman, I. Abuamer, C. Tampère, P. Vansteenwegen . . . . . . . . 38
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MA-4: Data Science 1

Chair: C. Bockel-Rickermann

Prescriptive maintenance with causal machine learning
T. Vanderschueren, R. Boute, T. Verdonck, B. Baesens, W. Verbeke . . . . . . . 40

Using Deep Learning for Life Event Prediction in the Financial Industry
S. Beyer Diaz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Causal Machine Learning for Loan Pricing
C. Bockel-Rickermann, T. Verdonck, W. Verbeke . . . . . . . . . . . . . . . . . . 43

Monday 14:00-15:15

MB-1: OR4Logistics - Warehousing

Chair: S. Teck

Optimisation of order picking operations in a spare parts warehouse with dynamic
order arrivals
R. D’Haen, K. Braekers, K. Ramaekers . . . . . . . . . . . . . . . . . . . . . . . 44

A proactive scheduling approach for a robotic mobile fulfillment system with processing
time variability
S. Teck, P. Vansteenwegen, R. Dewil . . . . . . . . . . . . . . . . . . . . . . . . . 46

MB-2: Cutting & Packing 1

Chair: H. Çalık

Adapting collision detection techniques from computer graphics for use in 2D irregular-
shaped nesting problems
J. Gardeyn, T. Wauters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

Efficient heuristics for irregular volume maximisation problems
J. Tollenaere, T. Wauters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

Cutting trapezoids with rotations and angle-dependent loss
H. Çalık, T. Wauters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

MB-3: Routing

Chair: C. Defryn

Robust Alternative Fuel Refueling Station Location Problem with Routing under Decision-
Dependent Flow Uncertainty
O. Mahmutogullari, H. Yaman . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Multi-trip Vehicle Routing Problem with Access Restrictions
K. Sahin, H. Yaman . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

Decentralized optimization of multi-commodity flows over time
C. Defryn, E. Şenyuva, T. Oosterwijk . . . . . . . . . . . . . . . . . . . . . . . . 55
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MB-4: Data Science 2

Chair: J. Van Belle

Human Resource Analytics: Employee Journeys from a Process Perspective
S. De Vos, J. De Smedt, W. Verbeke . . . . . . . . . . . . . . . . . . . . . . . . . 57

Capturing complexity over space and time via deep learning: An application to real-
time delay prediction in railways
L. Sobrie, M. Verschelde, V. Hennebel, B. Roets . . . . . . . . . . . . . . . . . . 60

Probabilistic forecasting with modified N-BEATS networks
J. Van Belle, R. Crevits, W. Verbeke . . . . . . . . . . . . . . . . . . . . . . . . . 61

Monday 15:45-17:00

MC-1: OR4Logistics - Production

Chair: A. Van Meir

Aggregate planning for multi-product assembly systems with reconfigurable cells
M. Uzunosmanoglu, M. Uzunosmanoglu, V. Limère, B. Raa . . . . . . . . . . . . 62

Modeling supermarket sizing and placement in the assembly line feeding problem
E. Adenipekun, V. Limère, N. Schmid . . . . . . . . . . . . . . . . . . . . . . . . 64

The influence of the target delivery lead time on the design and capital cost of a make-
to-order multiproduct batch plant
A. Van Meir, T. Cornelissens, J. Springael . . . . . . . . . . . . . . . . . . . . . 66

MC-2: Sports

Chair: T. Demeulemeester

Probability based models to build football fixtures
C. Aguayo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Optimizing the selection of a soccer team in Fantasy Premier League
J. Goemaere, L. Claerhout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

A pessimist’s approach to one-sided matching
T. Demeulemeester, D. Goossens, B. Hermans, R. Leus . . . . . . . . . . . . . . 70

MC-3: Graphs

Chair: J. Renders

Developing Heuristic Algorithms for Graph Optimisation Problems using Tree Decom-
positions
L. Carpentier, J. Goedgebeur, J. Jooken . . . . . . . . . . . . . . . . . . . . . . . 71

Maximal Acyclic Subgraph Optimization For Gene Regulatory Networks
K. Stoop, T. Michoel, V. Vermeirssen, M. Pickavet, P. Audenaert, D. Colle . . . 73

On K2-Hamiltonian Graphs
J. Renders, J. Goedgebeur, G. Wiener, C. Zamfirescu . . . . . . . . . . . . . . . 75
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MC-4: Data Science 3

Chair: S. Weekx

Exploring the beneficial impact of the LLM for credit scoring industry
K. Idbenjra, K. Coussement, A. De-Caigny . . . . . . . . . . . . . . . . . . . . . 77

A Proactive Inventory Policy based on Real-time degradation data
N. Al Khoury, D. Claeys, E. Aghezzaf, D. Fiems . . . . . . . . . . . . . . . . . . 78

The effect of airline dominance on airport performance: empirical evidence from medium-
sized European airports
S. Weekx, S. Buyle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

Tuesday 9:30-10:45

TA-1: OR4Logistics - Passenger Transport

Chair: P. Vansteenwegen

The integrated on-demand bus routing problem: combining on-demand buses with a
high-frequency metro-network
L. Melis, M. Queiroz, K. Sörensen . . . . . . . . . . . . . . . . . . . . . . . . . . 82

Towards better service quality with the dynamic feeder service with a maximum head-
way at mandatory stops
B. Galarza Montenegro, K. Sörensen, P. Vansteenwegen . . . . . . . . . . . . . . 84

Speeding up the Passenger Assignment Problem in public transport network design
P. Vansteenwegen, D. Aktas, E. Vermeir . . . . . . . . . . . . . . . . . . . . . . . 87

TA-2: Timetabling

Chair: N. Schmid

Scheduling non-professional leagues based on a Swiss tournament system
M. Li, D. Goossens, D. Van Bulck . . . . . . . . . . . . . . . . . . . . . . . . . . 89

A traditional Benders’ approach to sports timetabling
D. Van Bulck, D. Goossens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

Optimizing invigilator assignments for higher education examination periods
N. Schmid, V. Limère . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

TA-3: Tools

Chair: M. Van Lancker

A Transparent Data Persistence Architecture for the SimJulia Framework
P. Van Der Paelt, B. Lauwens, B. Signer . . . . . . . . . . . . . . . . . . . . . . 95

NLP + network analysis for monitoring social networks: SOCMINT toolbox prototype
J. Fernandez Toledano, B. De Clerck, F. Van Utterbeeck . . . . . . . . . . . . . . 97

Neighborhood Enumeration in Local Search Metaheuristics
M. Van Lancker, G. Vanden Berghe, T. Wauters . . . . . . . . . . . . . . . . . . 99
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TA-4: OR Methods 1

Chair: T. De Munck

Multi-Area Reserve Dimensioning using Chance-Constrained Optimization
A. Bouso, A. Papavasiliou, S. Apelfrojd, E. Wik, T. Gueuning, Y. Langer . . . . 100

Exact Mixed-Integer Programming Approach for Chance-Constrained Multi-Area Re-
serve Sizing
J. Cho, A. Papavasiliou . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

Priority Management for Service Platforms Waiting Time Differentiation
T. De Munck, P. Chevalier, J. Tancrez . . . . . . . . . . . . . . . . . . . . . . . 103

Tuesday 11:15-12:30

TB-1: OR4Logistics - Freight Transport

Chair: I. Van Hoeck

A three-stage service network design model for intermodal transport under uncertainty
T. Delbart, Y. Molenbruch, K. Braekers, A. Caris . . . . . . . . . . . . . . . . . 105

An improved decomposition-based heuristic for truck platooning
B. Zhao, R. Leus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

A MILP model to analyse and optimise the capacity of railway networks
I. Van Hoeck, P. Vansteenwegen . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

TB-2: Cutting & Packing 2

Chair: M. Thanos

A fast deepest-left-bottom-fill algorithm to solve 3D nesting problems using a semi-
discrete representation
S. Chehrazad, D. Roose, T. Wauters . . . . . . . . . . . . . . . . . . . . . . . . . 111

Automating and optimising pallet loading for irregular-shaped parts
M. Thanos, T. Wauters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

TB-3: Production

Chair: S. Tran

Joint Order Batching and Picker Routing Problem including congestion
P. Torrealba-González, M. Ogier, F. Semet, D. Feillet . . . . . . . . . . . . . . . 114

Using cross-learning forecasting methods to improve anticipatory order picking effi-
ciency
S. Tran, R. Almeida, C. Defryn . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

TB-4: OR Methods 2

Chair: M. Baratto
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Plenary talks

Prof. Michael Schneider
RWTH Aachen University

Monday, 9:45

Michael Schneider studied business administration and computer science at the
University of Mannheim and received his doctoral degree from the Technical
University of Kaiserslautern in 2012. From 2013 to 2016, he worked as assistant
professor in Logistics Planning and Information Systems at TU Darmstadt. Since
June 2016, Michael is a full professor at RWTH Aachen University and holder
of the Deutsche Post Chair – Optimization of Distribution Networks (DPO).
Michael’s research concentrates on the development of heuristic and sometimes

exact methods for logistics optimization problems, especially in the fields of transportation, lo-
cation planning, warehouse management, and vertical farming. He has published several articles
on these topics in renowned international journals such as Operations Research, Transportation
Science, INFORMS Journal on Computing, and European Journal of Operational Research.
Michael is a board member of VeRoLog (EURO working group on Vehicle Routing and Logistics
Optimization) and founder of the Global Challenges Lab at RTWH Aachen University.

Location Routing Problems: State-of-the-Art Heuristics and Recent
Developments

The capacitated LRP (CLRP) jointly takes decisions on the location of capacitated depots and
the routing of capacitated vehicles to serve a set of customers with known demands from the
opened depots. A large number of heuristic approaches has been proposed for the CLRP, often
decomposing the problem into a location stage to determine a promising depot configuration and
a routing stage, where a vehicle routing problem is solved to assess the quality of the previously
determined depot configuration.

In this talk, we give an overview of the current state-of-the-art heuristics for the CLRP, and we
try to shed some light on the question which components are most relevant for the success of
these heuristics. In addition, we discuss recent developments with regard to the problem variants
studied and the solution methods proposed in the literature. Finally, we outline interesting topics
for future research.
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Prof. Antonio Martinez-Sykora
University of Southampton

Tuesday, 15:45

Antonio Martinez-Sykora, current director of CORMSIS (Centre of Opera-
tions Research, Management Science and Information Systems), is an As-
sociate Professor in Business Analytics. He finished his PhD in June 2013
at the University of Valencia (Spain) and joined the Southampton Business
School in September 2013 as a research assistant. In 2007, he received his
BSc in Mathematics and BSc in Statistics and in 2009 he received the M.A.S
in Operations Research. His research focuses in a wide range of combinato-

rial optimization problems, especially on cutting and packing problems and logistic planning
problems such as vehicle routing, scheduling, cutting and packing and revenue management.
He is a coordinator of the Euro Working Group on Cutting and Packing (ESICUP) and he has
participated in various externally funded projects.

Irregular Packing (Cutting) Problems: Models, Algorithms and Challenges

Cutting and Packing problems with irregular shapes or objects (2D or 3D) is an area that has
been developed at a slower pace than other packing areas in the last 20 years, such as packing
boxes within a container (container loading problem). Problems with irregular shapes generally
have an extra layer of difficulty on top of the combinatorial optimisation problem, derived on how
the shapes are modelled and, more generally, how the actual layout/solution is represented. The
computational challenges and the complex geometry of the shapes/objects have split researchers
in three main areas to address these problems: (1) polygonal/triangular mesh approximation,
(2) pixel/raster/voxel-based approximations or (3) phi-objects/parametric functions.

During this talk we will discuss the relevance and the importance of solving these problems
efficiently and the state of the art of 2D irregular (strip) packing problems using the polygon
representation. Then, some new advances on 3D irregular (strip) packing problems using the
voxel-based solution representation. Also we will discuss some future directions and challenges.
I hope, the talk will enthuse researchers to engage with irregular packing problems and its
challenges.
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Instructions for presenters

We kindly request that the presenter of each session’s final talk to chair their corresponding ses-
sion and transfer all presentations onto a single laptop before their session begins. All presenters
should locate and present themselves to their session chair before the session commences.

• Plenary talks: 45 minutes + 15 minutes for Q&A

• Parallel sessions: 20 minutes + 5 minutes for Q&A
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An integrated nurse rerostering and routing
problem in hospital-at-home

A. Maharani
QuantOM - HEC Liège

e-mail: anisha.maharani@uliege.be

Y. Arda
QuantOM - HEC Liège

e-mail: yasemin.arda@uliege.be

V. François
QuantOM - HEC Liège

e-mail: veronique.francois@uliege.be

Hospital-at-home provides short-term acute care at the patient’s home for
conditions that would otherwise necessitate in-patient hospitalization. Several
benefits of this service are the following: increased capacity of the institutional
health care system, improved patient quality of life, and reduced length of stay
[4]. The problem addressed in this presentation focuses on operational scheduling
decisions for hospital-at-home systems. When having an acute illness, a patient
needs care for a limited period. As a result, the patient mix fluctuates. Moreover,
the availability of nurses also varies over time. Therefore, a precise scheduling
plan is required to better match available resources with patient needs.

Given the baseline nurse roster and patient requirements, several operational
decisions are taken simultaneously over the planning horizon: (i) select patients to
be admitted and their admission dates, (ii) assign nurses to the admitted patients
and schedule the care visits, and (iii) decide whether and how the nurse roster
should be updated. The studied problem is a combination of task scheduling,
nurse routing, and nurse rerostering problems. Generally, the underlying sub-
problems are solved independently in the literature, as this approach is less com-
plex and thus more computationally practical. However, this sequential decision-
making process may lead to inefficient or even infeasible solutions, since the
subproblems are strongly intertwined.

The objective of this work is first to maximize the number of patients treated
at home, and second to minimize the total working duration of the nurses. A vari-
ety of complex real-world characteristics are considered, yielding a rich integrated
problem. In particular, to schedule the patient visits of the routing subproblem,
we consider the temporal dependencies between the treatments associated with
each patient, as well as the periodicity of those treatments. Such routing prob-
lems are classified as the home health care routing and scheduling problem in
the literature [1]. Another important aspect of the problem we studied are the
rerostering decisions [2]. When rerostering is necessary, several classical rostering
constraints must be respected, such as the minimum rest time and the maximum
number of shift assignments.

The resulting mixed-integer program is modelled using a stepping horizon

MA-1: OR4Logistics - Health Care
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approach [3] in order to properly address the connections between consecutive
scheduling periods. The model was validated using toy instances. The pre-
sentation will discuss several challenges encountered due to the integration of
scheduling, routing, and rerostering decisions. Our next step is to develop solu-
tion methods to tackle realistic instances.

Keywords: nurse rerostering, home health care routing and scheduling, inte-
grated combinatorial optimization, hospital-at-home
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The healthcare sector is facing increasing pressure to cut costs. This is due
to the ageing of the population, which raises the need for efficient healthcare
systems [1]. Moreover, there is a severe shortage in nursing staff and changing
policies lead to tighter health budgets [2]. By making improvements in logistic
efficiency, progress can be made in the healthcare sector to reduce costs while
maintaining or even improve the service quality.

The cost of logistics (e.g. purchasing, inventory management, distribution)
increases up to 45 % of the total operational budget of a hospital [3]. A tra-
ditional hospital supply chain is designed as a multi-echelon inventory system,
consisting of external suppliers (e.g. pharmaceutical companies, manufacturers,
distributors), a central warehouse within the hospital, point-of-use locations (i.e.
care units such as nursing units, operating room and emergency departments) and
the patients as final users [5]. Moving from a traditional hospital supply chain to
a cooperative hospital supply chain can result in efficiency improvements in the
logistic processes. Supply chain risk (e.g. product obsolescence) can be shared
between hospitals and costs can be reduced (e.g. purchasing and inventory costs)
[3]. However, one of the struggles can be the need for an integrated IT system,
which involves large investment costs [4]. In a cooperative supply chain, a sin-
gle central warehouse (care hub) operates for multiple hospitals and replaces the
central warehouse of each individual hospital.

In order to fully benefit from moving to a cooperative supply chain where
inventory is pooled, it is desirable to integrate decisions on different levels of
control (operational, tactical and strategic). Therefore, the aim of this study
is to solve an inventory-routing problem for a cooperative supply chain (with
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a care hub) which is compared with the traditional supply chain to examine
whether efficiency improvements can be achieved when making use of a care
hub. The problem is applied to a case study in collaboration with a Belgian
University Hospital. Real-life features are included to make the case realistic.
Multiple products are involved. Uncertainty in demand is included and due
to this uncertainty, emergency deliveries are possible. In the hub, inventory is
pooled, which reduces the inventory levels and time windows are added.

A multi-period rolling horizon approach is proposed. The initial inventory is
known at the beginning of the current period and order quantities are defined.
In each planning period (daily) total expected costs are minimized by a mixed
integer programming model, consisting of inventory holding costs, shortage costs,
routing costs, ordering costs and emergency delivery costs. When the actual de-
mand is observed inventory levels are updated accordingly and possible shortages
are corrected using emergency deliveries, which can come either from the hub or
the supplier, depending on the amount of inventory that is still left at the hub.
Total actual costs are calculated based on the actual demand. This procedure is
repeated until the end of the planning horizon (1 year).

First insights show that a central care hub results in reduced costs, while
maintaining the same service level. Therefore, it is advantageous to move to a
cooperative hospital supply chain. Furthermore, an experimental design is shown,
varying different parameters to gain more insight into the problem.

References
[1] A. Azzi, A. Persona, F. Sgarbossa, and M. Bonin. Drug inventory manage-

ment and distribution: outsourcing logistics to third-party providers. Strategic
Outsourcing: an International Journal; Bingley, 6(1):48–64, 2013.

[2] S. Landry and R. Philippe. How Logistics Can Service Healthcare. Supply
Chain Forum: An International Journal, 5(2):24–30, Jan. 2004.

[3] K. Moons, G. Waeyenbergh, and L. Pintelon. Measuring the logistics per-
formance of internal hospital supply chains – A literature study. Omega,
82:205–217, 2018.

[4] R. Pinna, P. P. Carrus, and F. Marras. Emerging Trends in Healthcare Supply
Chain Management — An Italian Experience | IntechOpen, 2015.

[5] J. Volland, A. Fügener, J. Schoenfelder, and J. O. Brunner. Material logistics
in hospitals: A literature review. Omega, 69:82–101, June 2017.

MA-1: OR4Logistics - Health Care

25



Integrated decision-making in home health care :
review, model and first results

A. Delaet
Hasselt University and Vrije Universiteit Brussel

e-mail : arne.delaet@uhasselt.be

K. Braekers, K. Ramaekers
Hasselt University, Research Group Logistics

Y. Molenbruch
Vrije Universiteit Brussel,

Mobility, Logistics and Automotive Technology Research Centre

Home health care (HHC) is an important component of the health care in-
dustry and may be defined as care workers visiting patients following predefined
schedules in order to provide medical services in their home. Maintaining a sus-
tainable and effective health care system is a major challenge as a result of two
trends : limited resources (budget restrictions and staff shortages) and a rise in
demand (population ageing, pandemic outbreaks...). In response to these trends
and increasing competitive pressures, HHC providers must discover new ways
to decrease costs and enhance productivity by optimizing the use of resources.
Efficiently organizing HHC services requires making a wide range of complex
decisions on multiple levels, ranging from day-to-day operational decisions (e.g.
developing routes and visit schedules for care workers) to tactical and strategic
decisions having an impact at a longer time horizon (e.g. determining staffing le-
vels). In addition, some complicating problem-specific characteristics need to be
considered, such as matching care workers’ medical skills with patients’ require-
ments, continuity of care constraints and work-related constraints (e.g. maximum
number of shifts and weekends care workers are allowed to work). For all these
reasons, it is clear that applying operations research techniques in HHC is a
promising research field.

First, this talk will discuss the findings of a literature review on OR models
applied in HHC. The OR-literature concerning HHC is dominated by papers pro-
posing models and solution methods for individual operational decision-making
problems. Researchers stress the lack of integrated multi-level planning studies
spanning a realistic planning-horizon. Integrated studies are highly relevant be-
cause solving independent sub problems separately results in suboptimal decision-
making. In this context, a key opportunity for improvement is the integration of
decisions at different decision-making levels.

Second, the specific problem setting on which we focus will be defined and its
contributions will be stressed. In particular, the goal of this research is to develop
innovative models and solution algorithms that enable making better decisions
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on staffing levels by solving the following decisions in an integrated manner :
staff dimensioning (determining the number of care workers with the required
set of skills necessary to meet demand), rostering (allocating care workers to
shifts), clustering (decomposing a problem into smaller sub problems by grouping
patients) and scheduling and routing. A first mixed integer linear programming
model in this direction will be presented. We focus on improving staffing decisions,
as this is highly relevant due to persistent staff shortages and the fact that staffing
levels determine the performance of the health delivery system to a large extent.
This project contributes to the current state-of-the-art by integrating tactical and
lower decision-making levels and by considering the clustering decision, which is
both practically and academically relevant.

Finally, this talk will focus on the solution algorithm that is currently being
developed to solve the model under study and the first results obtained by this
algorithm. An important academic contribution of this algorithm, is that it tackles
the HHC planning problem by applying an integrated approach for the rostering,
clustering and routing decisions. In addition, staff is scheduled for a realistic
time horizon, which allows for enforcing continuity of care and working-time
constraints. More specifically, the solution algorithm first finds an initial feasible
solution by using a combination of a tailored k-means heuristic to cluster patients
and a binary integer linear programming model to roster care workers. This binary
integer linear programming model is solved using a commercial solver. In addition,
routings are solved in an exact manner in the first phase. In a second phase of
the solution algorithm, the initial solution is improved by executing iterations of
a tailored large neighbourhood search heuristic.
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Within modern warehouses, identical items are often located in multiple loca-
tions throughout the warehouse to improve the efficiency of collecting customers’
orders. Since only one of these locations needs to be visited to collect a spe-
cific item, the problem is modeled as a Generalized Travelling Salesman Problem
(GTSP). GTSP is an extension of the traveling salesman problem (TSP) where
the set of nodes is partitioned into clusters, and the salesman must visit exactly
one node per cluster.
In this research, we apply the definition of the GTSP to an order picker routing
problem with multiple locations per product. As such, each product represents a
cluster and its corresponding nodes are the locations at which the products can
be retrieved. The objective is to find the shortest tour in the clustered graph
starting and ending at the depot such that exactly one node of each cluster is
visited.
As all products are scattered throughout the warehouse, the product clusters are
not separated geographically, which is a more general form of GTSP, and there
exists only paper in the literature taking this aspect of the problem into account
and assumes such a definition of clustering. To the best of our knowledge, the
only research having considered both were proposed by [1]. The researchers high-
light the importance of considering overlapping clusters due to their applications
in modern warehouses with multiple picking locations for the same item. They
propose a Conditional Markov Chain Search, which, based on a pool of heuristic
components, automatically generates a meta-heuristic specifically for warehouse
order picking. While this paper considers the topology of a warehouse to calculate
the distance between items, it does not address various warehouse configurations.
More specifically, their instance generator and computational results are based
on a fixed grid and do not account for various warehouse sizes with numerous
configurations of aisles and cross-aisles.
We propose an ILP formulation of the problem and present a heuristic solution
method for obtaining high-quality pick tours. The heuristic is based on a variable
neighbourhood search metaheuristic, embedded in a guided local search frame-
work. Furthermore, in order to to illustrate the efficiency of the exact model and
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the solution methods, we implemented them on different size benchmark prob-
lems from [2] and [3] consisting of 9 different scenarios: three different number of
aisles (5,15,60), three different number of cross aisles (3,6,11) and three different
number of products in the order (15,60,240).
All algorithms presented in this paper have been implemented in Java, and the
ILP formulations have been solved with IBM CPLEX 22.1.0 with default pa-
rameters. The time limit for the exact algorithms has been set to 3600 seconds.
Testing has been carried out on a Macbook Air with an Apple Silicon M1 chip
and 16GB of RAM.
The computational results demonstrate that the proposed algorithm provide bet-
ter solution quality compared to existing methods for solving GTSP in a shorter
amount of time including on larger GTSP instances.
with the increase in cluster sizes and accordingly the instance sizes, our proposed
MILP is not able to give us a feasible solution within the time limit of one hour.
However, our meta-heuristic algorithm is able to solve the problem and give us
a good solution in a very short time (for our biggest instance with 4800 nodes,
the run time is 52.5 seconds which is less than one minute and it is incredibly
fast). For the cluster size 1,2 and 5, our proposed MILP can provide optimal
or feasible solutions but for the larger instances, the model is not able to give
any solutions within 60 minutes. The other notable point in these tables is the
comparison between our proposed MILP and the existing MILP in the literature.
In average, the run time of our proposed MILP is 20% less than the other MILP
in the literature, and the quality of the solutions generated by our MILP is in
average 15% better than the existing MILP.
Comparing the solutions of GLS with VNS, we can see that implementing GLS
and penalising the features of the solutions has an improvement of 15% in average
and this percentage is higher for bigger instances compared to the small instances
with 2 products in each cluster which this average improvement is 4%.
for the smaller cluster size (2), the Furthermore, in the smaller instances (cluster
size 2 and 5) the run time of GLS is in average 80% less than the run time of VNS,
and this value drops to 50% for larger instances with 10 and 20 products in each
cluster. These numbers show the efficiency of our proposed GLS algorithm and
its significant improvements both in run time and the quality of the solutions.
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Lean manufacturing stresses the need for multi-skilled operators which provide
flexibility by being capable of working in multiple stations [1]. A multi-skilled
workforce is deemed to be "robust", able to cope with unexpected occurrences
such as worker unavailability and operator competence variations driven by prac-
tice or lack of it [2]. Attaining a robust workforce through multiskilling is not an
easy task. Studies have shown that a fully cross-trained floor can be beneficial
but comes at a cost in terms of creation, maintenance and product quality [3].
Finding the correct balance of skills and cross-training is thus of capital impor-
tance. Yet, workforce development does not happen in a vacuum and needs to
be inserted correctly into schedules.

The inclusion of competence awareness into scheduling models brings further
accuracy in production and workforce development planning [4]. Taking into con-
sideration different skill levels among operators allows for different productivities
in the formulation of the model and results in more precise solutions. Produc-
tion planning improvement and workforce development planning can be seen as
two extremes in a spectrum of competence-aware scheduling models. The former
features competences solely for efficiency measuring reasons whereas the latter
intends to not just track competence evolution but also for competence buildup
to happen in the workforce through work assignments and training scheduling.

Scheduling models can be placed along this spectrum depending on how their
formulation seeks to fulfil one of these two goals. This can be done in varying
degrees, as many models and problems raised in literature seek to achieve both
workforce development and realistic planning [4] [5]. In this regard we have
observed a series of elements that are present in many of formulations and that
we have coalesced into the following framework.

Problem formulation
Cost formulation Balance mechanism Competence evolution
Process modelling Workforce development mechanism Solving algorithm

Table 1: Elements of the framework for competence-aware scheduling
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Competence-aware scheduling problems can be formulated and solved with the
six elements featured in table 1. Ubiquitous to linear programming are process
modelling and cost formulation, which serve as the basis for the constraints and
objective functions the model would need to properly reflect the conditions of the
manufacturing process studied. Constraints limiting the number of operators in a
station and an objective function that minimises wage expenditures are examples
of what we call process modelling and cost formulation respectively.

Furthermore, two mechanisms need to be placed as part of this formulation,
dealing with workforce development and balance. The former is responsible for
achieving robustness in the labour force by fostering or forcing solutions that
increase the competence levels of operators over time, both in average value
and distribution in order to ensure having highly competent operators that can
work in several stations. The latter allows the user to modulate the degree
with whom competence development is sought and weighed against short-term
manufacturing goals. The two mechanisms depend largely on the presence of
some form of competence evaluation that is able to track increases and decreases
in the competence pool of operators to be adequately formulated as part of the
model. Finally, a solving algorithm (exact, approximate or heuristic) obtains
solutions for the proposed problem.

We call the two elements in the second column of table 1 mechanisms since
these are the parts of the model that make sure operator and job assignments are
conducted in such a way that manufacturing goals and workforce development
happen in the exact measure as to fulfil the user’s intentions. The absence of
a workforce development mechanism would confine a model to the efficiency
intended side of the spectrum, making use of competence evolution but missing
the opportunity to foster a robust workforces. Without a balance mechanism the
model would be stuck in a specific configuration, limiting the options management
has to adapt planning to manufacturing requirements. Both mechanisms can be
formulated in a multitude of ways, either as part of the set of constraints, objective
functions or both, which we will discuss in future works.
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The Iterative Flattening and Relaxing algorithm (IFlatIRelax) [1] is a
heuristic aimed at solving the cumulative scheduling problem, which is a schedul-
ing problem where each machine has a certain capacity, and each task may require
more than one capacity unit. The heuristic is an improvement of the Iterative
Flattening algorithm by [3], and it works by manipulating the directed acyclic
graph (DAG)-based model of the problem, where nodes are associated with tasks
and arcs with task precedence relations. More specifically, the algorithm explores
the solution space by repeatedly adding feasible arcs between tasks in a minimal
conflict set associated with a capacity constraint violation in order to repair fea-
sibility (the flattening step), or removing arcs belonging to the critical path, i.e.,
the longest path in the DAG determining the value of the makespan, the objective
function of the problem (the relaxing step).

In their introduction to constraint-based local search (CBLS) [2], the authors
present different ways to tackle scheduling problems within their own COMET
framework, including IFlatIRelax. However, in order to do so, the search
procedure evaluates the makespan through an ad-hoc formula, breaking a design
principle according to which the local search neighbourhoods can only evaluate
moves by querying the objective function. Therefore, the search procedure and
the model cannot be adapted to solve variants of this problem. An relevant
variant is the flexible job-shop problem where one must also select the appropriate
resource for each operation.

In this work in progress, we address this issue by developing a global con-
straint whose input is the structure of the DAG, as manipulated by the search
procedure and whose output is the makespan. The makespan is maintained in-
crementally by using the algorithms in [4], and the ad-hoc formula used in [2]to
achieve O(1)-time complexity whenever possible. This further allows us to for-
mulate the IFlatIRelax as a Destroy&Repair search procedure using standard
neighbourhood combinators from the OSCAR.cbls framework and generic flat-
ten and relax neighborhoods. The implementation is included in open source
OSCAR.cbls framework [5].

Acknowledgement: This research is supported by the SLS project (Logistics
in Wallonia - nr 8457)
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City logistics aims to optimally plan, manage, and control the vehicle move-
ments within a logistical network in an urban area, considering integration and
coordination among involved stakeholders. Since collaboration is a crucial ele-
ment in city logistics, innovative solutions for city logistics related to this element
have been introduced over the years. The widely-used solution is by considering
the use of two or multi-echelon systems using one or more intermediate consoli-
dation points, such as urban consolidation centers, city hubs, micro depots, etc.
The additional cost due to the double handling process in the implementation of
a city hub makes it important to discuss the broader implications and potential
cost reductions in other parts of the stakeholders involved. In practice, the main
focus of this intermediate consolidation point is on consolidating flows to make
the transportation or distribution activities more efficient and more environmen-
tally friendly. Another opportunity in such a system is to use these consolidation
points as temporary storage facilities in a B2B setting, such that retailers can
save costly storage space in the urban area. However, the study of the inventory
aspect in city logistics is relatively unexplored. Therefore, this project aims to
study the effect of using a UCC or city hub in a city logistics system in terms of
inventory and routing aspects.

Two scenarios are considered to observe the impact of a city hub in a city lo-
gistics setting. Both scenarios use a network with multiple retailers in which each
supplier is responsible for delivering a different type of product to the retailers
over a finite and discrete-time horizon. Each retailer has a deterministic demand
for each product type, a daily time window for deliveries, and a maximum inven-
tory level. The objective function is to minimize the total cost, which is the sum
of the inventory and transportation cost. The first scenario is the base scenario
in which there is no city hub. In this scenario, each retailer uses a replenishment
policy to define the order size. Then, each supplier determines its optimal deliv-
ery plan and delivers its product to the retailers directly. In the second scenario,
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a city hub acts as an intermediate consolidation point. The city hub has a role in
receiving the products from the suppliers and defining the optimal delivery routes
for the retailers in the city. Therefore, a two-echelon network is formed in the
second scenario. Since one of the critical elements in city logistics is considering
the ecological impact on urban transport, several logistics providers have inno-
vated to use environmentally-friendly vehicles, e.g. cargo bikes, electric vans, etc.
Hence, in the second scenario, a heterogeneous vehicle model with cargo bikes
and vans is used for the delivery part from the city hub to the retailers, where
the cargo bikes can also perform multiple trips if necessary.

In our current approach, the inventory and routing decisions are defined se-
quentially. For the inventory part, we use five different replenishment methods to
determine the order size from each retailer in each period. Then, a metaheuristic
algorithm based on Large Neighbourhood Search (LNS) is used to solve the route
optimization problem of scenario 1 and the second echelon part of scenario 2.

An experimental study is conducted to investigate the impact of the city
hub’s implementation in the city logistics context. Some test variables in this
experimental study include the number of suppliers, number of retailers, holding
cost, and replenishment method. Each test variable has several different values to
be tested, and each unique combination of variables represents a scheme. Several
data instances that correspond to each combination are generated. With this
experimental study, we aim to see the effect of each variable involved and find
in which combinations the city hub will be relevant to improve the city logistics
performance. Some performance measures, such as total inventory and routing
cost, number of travelled distances, loading degree, and number of trips, are used
to evaluate each combination.
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Public bus transport system in suburban areas are generally designed as feeder
systems, with lines covering the whole area and bringing passengers to a transfer
station, where passengers can access high-frequency services. These lines follow
fixed routes and schedules, mostly with a low-frequency operation. Therefore,
passengers need to adapt their trips to the timetable of the service.

To provide efficient services, it may be desirable to switch vehicles’ operation
between the traditional fixed services during peak hours and flexible services
during off-peak hours, when demand is low and unstable (Kim and Schonfeld,
2012). These flexible services are categorized as semi-flexible demand-responsive
feeder systems (DRFS), offering an operation in between a personalized taxi-like
service, but keeping characteristics of the traditional feeder system (TFS), where
passengers need to walk to the closest bus stop and with a certain frequency
(Malucelli et al., 1999). The routes and departure time of buses, however, are
flexible.

Several types of DRFS have been designed to address different challenges.
The idea of combining DRFS with the operability of TFS is also explored by
Quadrifoglio et al. (2008). In this system, the vehicle follows fixed routes with
mandatory bus stops, but it includes the possibility to deviate according to logic
detours, serving other points inside the operation area. Wei et al. (2020) de-
velop a DRFS coordinating routing and frequency-setting of the buses with other
services at the hub station, which is the common destination for passengers in
feeder systems. Vansteenwegen et al. (2022) present a recent and comprehensive
survey on demand-responsive systems.

In this research, a DRFS is developed to offer a flexible service during off-
peak hours while keeping some of the characteristics the TFS has during peak
hours in suburban areas. There is a regular frequency of operation and lines
as in the TFS, and passengers access the service at fixed bus stops. However,
departure times for each service will be optimized, together with the route used
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by the buses. To be more specific, limited detours and shortcuts are considered
for each line of the TFS. It results in a set of possible routes that each bus can
follow. A fixed number of buses have a number of services within the operation
horizon and each service is associated to a line. A list of passengers’ requests with
their preferred departure time and desired bus stop are used for the optimization.
The optimization of the DRFS services occurs just before the operation starts,
assigning all requests to one of the services of the buses.

A Variable Neighborhood Search (VNS) is implemented to minimize the total
travel time of passengers. In the VNS, the initial solution is the TFS operation,
with buses associated to an initial fixed line. The local search moves to improve
this initial solution try to assign passengers to a different service and remove
empty services or add new services to a bus. Every time a set of requests is
assigned to a bus, the route of the bus and the departure time can be optimized.
In order to diversity the search, some bus services are randomly deleted and their
requests are assigned to other services.

In a preliminary experiment, 15 different instances with 100 requests in the
operation horizon were optimized in a network with 25 bus stops, 3 lines, and
3 buses with each 5 services in the operation horizon. The performance of the
DRFS is compared with the TFS. The average waiting time for passengers at the
bus stops is reduced by 36% in the DRFS, while the in-vehicle times remained
roughly the same. In total, the DRFS could offer a service 24% faster than the
TFS.

References

Myungseob Kim and Paul Schonfeld. Conventional, flexible, and variable-type
bus services. Journal of Transportation Engineering, 138(3):263, 2012.

Federico Malucelli, Maddalena Nonato, and Stefano Pallottino. Demand adaptive
systems: some proposals on flexible transit. In Operational research in industry,
pages 157–182. Springer, 1999.

Luca Quadrifoglio, Maged M Dessouky, and Fernando Ordóñez. Mobility al-
lowance shuttle transit (mast) services: Mip formulation and strengthening with
logic con- straints. European Journal of Operational Research, 185(2):481–494,
2008.

Pieter Vansteenwegen, Lissa Melis, Dilay Aktaş, Bryan David Galarza Mon-
tenegro, Fábio Vieira, and Kenneth Sörensen. A survey on demand-responsive
public bus systems. Transportation Research Part C: Emerging Technologies,
137:103573, 04 2022. doi: 10.1016/j.trc.2022.103573.

Ming Wei, Tao Liu, Bo Sun, and Binbin Jing. Optimal integrated model for
feeder transit route design and frequency-setting problem with stop selection.
Journal of Advanced Transportation, 2020.

MA-3: Logistics

37



Optimising Highway Vehicle Trajectories With a
MILP; Case Study on the Ring of Antwerp

Maarten Wens
KU Leuven, Institute for Mobility,
e-mail: maarten.wens@kuleuven.be

Mohammed Ali Arman
KU Leuven, Institute for Mobility,

e-mail: mohammadali.arman@kuleuven.be

Ismail Abuamer
KU Leuven, Institute for Mobility,

e-mail: ismailma.abuamer@kuleuven.be

Chris Tampère
KU Leuven, Institute for Mobility,

e-mail: chris.tampere@kuleuven.be

Pieter Vansteenwegen
KU Leuven, Institute for Mobility,

e-mail: pieter.vansteenwegen@kuleuven.be

Vehicle trajectory optimisation is a complex problem. Due to this complexity,
many current models make unrealistic simplifications in order to get a computable
result [1]. These simplified models are consequently solved using heuristic meth-
ods, putting a focus on decreasing calculation times instead of optimality [2].
Furthermore, this problem is often modelled using control theory. However, re-
search from other domains indicate that a mixed integer linear program (MILP)
might increase the quality of the solution and could be an attractive alternative
to model this problem [3].

In order to be realistic, our model allows vehicles to overtake each other
(violating the FIFO principle of classical queuing systems), it considers a hetero-
geneous traffic fleet, and safety headways between vehicles are speed dependent.
These features are not taken into account in all attempts to optimise trajectories.
To solve this problem, a ‘first come first serve’ principle is used in a first iteration,
modelling selfish driving behaviour. Afterwards, this situation is reoptimized as
a whole, modelling cooperative driving behaviour. This is done under the as-
sumption of full knowledge. Therefore, it is possible in cooperative driving that a
single vehicle does a certain action that is not beneficial for that specific vehicle,
but improves traffic throughput as a whole.

In order to optimise this situation, a MILP is developed and solved using
Gurobi. This model discretises time into frames. This discretisation imposes
constraints every time frame for each vehicle on the road. Every vehicle is as-
signed an integer lane and a longitudinal position on the road. This position will
realistically change every timeframe, depending on the speed and acceleration
of each vehicle. Meanwhile, a safety distance is imposed around each vehicle,
prohibiting other vehicles to be allocated too close to the current one, as long as
both vehicles are driving in the same lane. Each vehicle is assigned a starting lane
and time. The program makes sure each vehicle reaches its destination lane as
fast as possible. The main bottlenecks are on- and off-ramps. These ramps force

MA-3: Logistics

38



vehicles to do certain lane changes at a specific place on the highway, reducing the
degrees of freedom of those vehicle trajectories. These forced lane changes can
only happen if there is sufficient space available on the involved lanes. Because
those trajectories are the hardest to implement, they can be given a priority.

The model works on simple highway layouts, where lane changes could only
be beneficial but are not mandatory, or more complex road layouts, including
merges, diverges, and weaving segments. As a case study, a weaving segment
with three main lanes, two on-ramps, two-off ramps, and a lane reduction is
modelled on the ring-road of Antwerp, one of Belgium’s most complex highway
sections. Our approach shows a high quality solution.

To speed up the process, multiple formulations for the same problem are tried
by adding valid inequalities or using general, pre-defined Gurobi commands. An
example of this is the distance between vehicles. In order to model this, the
absolute difference between vehicle positions must be calculated. These absolute
values can be modelled through big-M constraints or SOS-constraints. A second
technique is a form of symmetry breaking: in many instances it does not matter
where on the road a certain lane change happens. In order to solve this problem, a
small incentive is added to the objective function, penalising earlier lane changes.

These techniques allow for bigger instances to be solved. In simple environ-
ments, a relatively steady flow of traffic can be modelled, as long as there is no real
congestion occurring. In a more complex situation, with different vehicle types
and a more complex road layout, a local cluster of 50 vehicles is modelled. Indi-
vidual trajectories are added with a high accuracy (optimisation gap of 0.01%),
while the re-optimisation has a gap of 2.5%. The results show that no unique
optimum exist. Different driving behaviours could still lead to an equally valued
solution. However, the cooperative model shows different driving behaviour com-
pared to the selfish one. In selfish driving behaviour, the number of voluntary
lane changes decreases, indicating that some lane changes are beneficial.

In a next step, this model could impose policies on the selfish driving be-
haviour in order to get closer to the cooperative situation. These regulations
are incentivised by adding a certain penalty in the objective function, or as an
additional constraint. An example of such an incentive penalises driving on the
right hand side. This clears space around the ramps and makes it easier for the
forced lane changes to happen. This policy opposes the current practice of right
hand side driving. As a consequence, the system could be considered less safe.
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Abstract
Machine maintenance is a challenging operational problem, where the

goal is to plan sufficient preventive maintenance to avoid machine failures
and overhauls. Maintenance is often imperfect in reality and does not make
the asset as good as new. Although a variety of imperfect maintenance poli-
cies have been proposed in the literature, these rely on strong assumptions
regarding the effect of maintenance on the machine’s condition, assuming
the effect is (1) deterministic or governed by a known probability distri-
bution, and (2) machine-independent. This work proposes to relax both
assumptions by learning the effect of maintenance conditional on a ma-
chine’s characteristics from observational data on similar machines using
existing methodologies for causal inference. By predicting the maintenance
effect, we can estimate the number of overhauls and failures for different lev-
els of maintenance and, consequently, optimize the preventive maintenance
frequency to minimize the total estimated cost. We validate our proposed
approach using real-life data on more than 4,000 maintenance contracts
from an industrial partner. Empirical results show that our novel, causal
approach accurately predicts the maintenance effect and results in indi-
vidualized maintenance schedules that are more accurate and cost-effective
than supervised or non-individualized approaches.

Machine maintenance constitutes an intricate operational problem. The chal-
lenge is to avoid machine failures and costly overhauls, while simultaneously
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minimizing the cost of preventive maintenance (PM). Moreover, maintenance is
often imperfect in practice since it does not restore the machine to a state as
good as new. In fact, a broad spectrum of maintenance effects have been studied
in the literature, ranging from perfect maintenance, which restores the system
to a state as good as new, to worst maintenance, where maintenance causes the
machine to fail.

Existing approaches in imperfect maintenance rely on strong assumptions
regarding the effect of PM. First, the effect is modelled as either deterministic
or stochastic assuming a certain probability distribution. These assumed effects,
however, might not correspond to the actual effect. Second, the effect is typically
assumed to be machine-independent, i.e., identical for all machines. In reality,
the effect of the same type of PM intervention could be very different for different
machines. For example, changing a gear would likely have a different impact on
a brand new machine compared to the exact same maintenance intervention on
an old, worn down machine.

This work relaxes both assumptions by proposing a completely data-driven
maintenance policy that learns the effect of maintenance conditional on a ma-
chine’s characteristics. The benefit of this approach is that it allows (1) to flexibly
learn the maintenance effects from observational data (instead of assuming a cer-
tain deterministic or stochastic effect based on expertise), and (2) to design a
machine-specific PM schedule based on these learned effects.

These benefits are achieved by framing maintenance as a problem of causal
inference. We argue that the challenge in maintenance is that, for each spe-
cific machine, we only observe one outcome for the maintenance frequency that
was administered in practice. We never observe the counterfactual outcomes –
what would have happened if that machine received more or less maintenance in
the past. Therefore, we never know whether the optimal maintenance frequency
was prescribed. This is exactly the aim of causal inference, i.e. to predict each
individual machine’s potential outcomes in terms of failures and overhauls for
different levels of PM. By learning a model that predicts the number of overhauls
and failures given the PM frequency, we can optimize the PM schedule to min-
imize the total estimated cost. Essentially, we propose using observational data
to learn a machine-specific digital twin for maintenance that predicts what would
happen if a machine is prescribed a certain maintenance schedule.

MISE
Overhauls Failures

SCIGAN 07.71 ± 0.60 14.16 ± 1.68
MLP 10.25 ± 1.33 18.27 ± 3.65

PE PCR

SCIGAN–ITE 2.40 ± 0.46 1.07 ± 0.01
MLP–ITE 4.36 ± 1.25 1.11 ± 0.02
SCIGAN–ATE 8.77 ± 1.07 1.24 ± 0.04

Table 1: Empirical evaluation. We compare performance for the different
policies over five runs. We evaluate each model’s ability to predict the potential
outcomes oi(t) and fi(t) (MISE), as well as each policy’s ability to accurately
prescribe the maintenance frequency (PE) and minimize costs (PCR). For all
metrics, a lower value is better. Our proposed methodology outperforms both the
non-causal (MLP–ITE) and the non-individualized approach (SCIGAN–ATE).
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In the financial services industry, personalization of services has become essen-
tial for improving relationships with customers, increasing customer lifetime value
and reducing attrition. To facilitate this type of personalization, it is important
to be aware of a customers’ needs. For this, life event detection and prediction
models have been proposed as a way to better understand user preferences and
behavior through time, as a means of improving cross-selling and loyalty. Thus,
the objective of this paper is to advance the research of life event prediction in the
financial services sector. The contributions are the evaluation of different deep
learning models, specifically within the framework of comparing longitudinal and
cross-sectional approaches. The study uses monthly customer snapshot data over
a period of 18 months, obtained from an international financial services provider,
where 12 months of data are used to predict whether a life event will occur or
not in the following 6 months. The data used consists of 788,141 customers and
4 different life events. The results are compared using a cross-validated F1 mea-
sure. Preliminary results show the added value of longitudinal approaches. The
study also provides important recommendations for financial services providers,
specifically regarding method effectiveness, time horizon depth, and model opti-
mization. To the best of our knowledge, our study is the first to evaluate deep
learning model performance in both longitudinal and cross-sectional setups in the
financial service sector.
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Pricing loans and mortgages is a challenging task for banks and lenders. A typical
pricing mechanism must correctly assume and balance several uncertainties in the
current and future relationship with a client to be profit-maximizing in the long
run. On the one hand, a price must be sufficiently high to account for default
and repayment risks, as well as to cover the running costs of the borrower. On
the other hand, the price must match the potential customer’s price sensitivity
to maximize the probability of accepting the product on offer.

Hence, a loan price will typically combine two major constituents:

• A customized base price: A price that balances risk and reward for the
lender, taking into account the characteristics of an applicant, the market
sentiment and associated costs to the lender.

• A discretionary discount: Deductions from the base price granted by a
sales person based on their judgement of the customer’s willingness-to-pay
(WTP) during origination to increase the probability of the customer to
accept the product on offer.

In our work, we focus specifically on the effect of the discretionary discount.
Unfortunately, the price sensitivity of the potential customer is not known ex-
ante, so the true effect of the discretionary discount on the probability of loan
acceptance is not known. Additionally, price sensitivity is diverse across customer
types and the assignment of discounts is discretionary and potentially biased.

Our goal is to learn individual price sensitivity curves from observational data.
To counter the potential bias in the assignment mechanism of discounts, we apply
state-of-the-art methods from causal machine learning to enrich the input data
and learn unbiased estimates of individual price sensitivity curves.

We work with a real-world data set from an institutional lender in Belgium.
Our approach aims to support lenders in offering an optimal combination of the
customized and discretionary price component of the loan rate.

We add to the literature in several ways. First, we apply individual continuous
treatment effect modeling to pricing and provide a novel, causal perspective.
Second, we provide use case for does-response curve modeling in business.
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Warehouses are an important part of many supply chains. To improve oper-
ational performance, optimisation of the order picking operations is considered
indispensable [1]. Our research focuses on a manual, picker-to-parts, order picking
system. In this setting, the order picking operations can be divided into several
planning problems, i.e., the order batching, the picker routing and the batch
scheduling problem. The order batching problem looks at which orders should
be combined in a single pick tour throughout the warehouse. The picker routing
problem decides on the most efficient path an order picker should follow to visit
the storage locations of all items in his batch. Finally, the batch scheduling prob-
lem handles the assignment of batches to pickers, and determines the sequence
in which the batches are picked. In the past years, research efforts shifted from
the optimisation of these individual problems towards the optimisation of the in-
tegrated order batching, picker routing and batch scheduling problem (IBRSP).
Since these planning problems are interrelated, solving the integrated problem
leads to better overall results [2].

So far, studies have focused on a static problem setting, in which all orders
are known at the start of the planning horizon. In practice, however, new and
possibly urgent orders arrive throughout the day. To offer a good customer
service level, these new orders should be included in the picking schedule as
soon as possible. Therefore, our study extends the static IBRSP to account
for dynamically arriving orders. By re-optimising previous schedules when new
orders arrive, urgent orders can be handled very quickly in a cost-effective way.

A new metaheuristic algorithm, based on a large neighbourhood search, was
developed to solve this optimisation problem. After developing and testing the
algorithm in previous research, it is now applied to a real-life case study. We re-
ceived order picking data from a spare parts warehouse and analysed the benefits
of using our optimisation algorithm compared to the existing operational prac-
tices. The results show that large efficiency improvements are obtained by using
an integrated optimisation algorithm. Moving from the company’s current picker
routing policy towards optimal picker routing leads to a considerable reduction
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in tardiness and will also improve the required order pick time. Changing the
batching policy from the currently used earliest due time batching towards op-
timal batching, leads to even larger improvements regarding both tardiness and
order pick time. By using the large neighbourhood search, the company can pick
all orders in time while using less order pickers than currently required.
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The e-commerce sector is facing a rapid transition towards more automation
and technological evolution [1]. The increased complexity of the warehouse op-
erations requires control systems that can efficiently and effectively manage this
complexity. Many researchers focus on the development of deterministic algo-
rithmic frameworks to solve and study warehousing and manufacturing schedul-
ing problems. However, no predetermined plan of operations will be accurate
long after it is first taken into operation. The reason being that unexpected
events and statistical fluctuations occur continuously during operations in ware-
housing/manufacturing environments. This uncertainty is an inevitable aspect of
real-world scheduling problems and leads to scheduling disruptions. For instance,
a typical cause of disruptions is the processing time variability [2]. In this study,
we consider uncertain order picking times at the workstations. Furthermore, the
possibility of failures of mobile robots to lift/lower inventory pods, resulting in a
need for robot repositioning under the pod, is included. The disruptions may re-
sult in unnecessary delays or increasing waiting times which will only accumulate
during the schedule execution. Therefore, this uncertainty has to be addressed
during the scheduling process to ensure the generation of schedules that do not
deteriorate the system performance as a result of process variability.

To this aim, we propose a proactive scheduling approach for solving the simul-
taneous scheduling and routing of mobile robots and human pickers in a robotic
mobile fulfillment system (RMFS) subject to processing uncertainties. The pro-
posed approach incorporates an evolutionary algorithm with Monte Carlo simula-
tion sampling to find good schedules under uncertain conditions. The simulation
sampling is used to determine the quality of candidate solutions, generated dur-
ing the evolutionary process, for different stochastic scenarios. Thus, it acts as
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a fitness evaluation method to determine the solution quality and robustness
to process variability. However, the use of simulations to evaluate the quality
of a schedule requires considerable computational effort [3]. To reduce some of
this computational effort, we incorporate an Optimal Computing Budget Al-
location heuristic to efficiently allocate the available computation budget over
the potential candidate schedules [4]. As an alternative, we develop and study
a metamodel [5] to approximate the evaluation process of a candidate solution
during the evolutionary process. This approximation method allows to reduce
the computational time compared to the simulation approach. The objective of
the proposed scheduling approach is to minimize the operational and capital costs
related to the operation of the workstations and mobile robots in the warehouse
environment [6]. The proposed frameworks will be extensively tested on a wide
range of different instances. The instances will vary in both the number of pick-
ing orders that have to be scheduled, various warehouse layouts, and a varying
number of available resources (e.g. mobile robots, workstation, inventory pods,
etc.) in the warehouse system.
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Nesting problems are widespread and occur in a range of different contexts,
such as laser cutting, 3D printing and garment cutting. Determining whether a
placement of an item is valid or not, which typically involves ensuring that no in-
tersecting or overlapping occurs, is an essential part of all nesting algorithms. The
efficiency and accuracy of these collision detection methods is therefore crucial.
Since using exact trigonometry is typically too expensive, common techniques
for collision detection in nesting problems include discretization techniques such
as rasterization or employing no-fit polygons (NFP) by computing Minkowski
sums. However, these techniques are not without their limitations. Discretiza-
tion quickly becomes memory intensive when targeting for high precision while
NFP generators often lack robustness. Moreover, a unique NFP has to be com-
puted for every possible rotation of every pair of polygons.

Another field where collision detection is very relevant is computer graphics.
In particular video games, simulations and CAD. However, while the essence of
the collision detection problem at hand is the same, the context differs greatly
from nesting problems. Videogames, for example, generally have a more dynamic
but also much parser environment when compared to 2D nesting. Techniques used
in computer graphics generally consist of a combination of broad- and narrow-
phase collision detection. The goal of the broad phase is to efficiently eliminate as
much of the required computational work as possible. Afterwards, what remains
can be solved with precise (and therefore more expensive) checks during the
narrow phase.

The goal of this research is to investigate whether such a two-phased approach
can be adapted into a robust, fast and accurate collision detection system for use
in 2D nesting heuristics. In a first implementation, a datastructure based on
quadtrees is used for the broad phase, combined with exact intersection and
inclusion tests in the narrow phase.

While this research is still in its early stages, initial experiments are already
show promising results. The next steps are to develop a heuristic on top of this
collision detection system which supports free rotation of items, irregular-shaped
bins and holes.
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The objective of volume maximisation problems is to find the biggest given
item(s) that can be extracted from a larger three-dimensional object. This re-
quires determining the placement of the necessary items so they can be maximally
scaled up without violating any physical constraints. These problems appear in
several real-world contexts, such as 3D-printing and gem cutting. Here, we study
the category where both the item(s) and the larger object can be irregular. The
combination of the three-dimensional nature and the irregular geometries results
in challenging problems, with large solution spaces and compute-intensive eval-
uations. In this study, we will limit ourselves to instances where the volume
of a single item must be maximised. While this may seem like a trivial opti-
misation problem, it is important to recognise its difficulty and usefulness as a
building block for algorithms that solve harder variants of this problem. The
goal of this research is to find good solutions using methods that scale well with
the complexity of the item and the material. These objects are represented by
triangular meshes. Previous research showed that working with exact and math-
ematical formulations soon requires an excessive amount of computation time
as the number of triangles in the meshes increases. Given that we need to be
able to handle real-world instances with meshes consisting of tens of thousands
of triangles, (meta)heuristic approaches are better suited. We define a baseline
approach that uses established techniques like bounding volume hierarchies for
collision detection and bisection search to determine the maximum scale for an
item with a given position and rotation. This subroutine can then iteratively
be called by (meta)heuristic algorithms in search for the optimal position and
rotation. While this already proves to be a successful approach, we can introduce
improvements to significantly speed it up. A large portion of the computation
time is spent in the subroutine for detecting collisions between the items and the
material, and by exploiting the geometric properties of this optimisation problem
we can reduce both the number of times we have to call the routine as well as
the time it takes to execute it. Finally, we compare our improvements to each
other and to a matheuristic approach. A dataset, consisting of both instances
from related works and new real-world data, is used.
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Have you ever wondered how your window frames are produced? Four trape-
zoid metal or wooden parts with 45◦ end angles are connected two-by-two at the
frame corners. It is highly likely that these four material parts are cut from one
big stock. The customized sizes of frames require an optimization tool that will
minimize the material waste when cutting from multiple stocks.

Frames are not the only products that require cutting stocks with angles. In
many real-world applications such as roofing and pipe fitting, the end angles of
parts may have different magnitudes as well as signs. Distinct angle values make
the problem even more complicated to obtain good solutions with rules of thumb.
In fact, the underlying optimization problem is NP-Hard as it is a generalization
of the bin packing problem.

When cutting with angles, nesting parts with identical angles reduces both the
number of cuts needed and the resulting additional waste. Hence, determining
the sequence and the rotation of parts becomes essential. Problems of this nature
have been addressed in the literature as trapezoid packing and truss cutting by
Lewis and Holborn [2] and Lewis et al. [3], respectively. The truss cutting problem
was also addressed by Garraffa et al. [1] who proposed methods for solving one-
dimensional cutting stock problem with sequence-dependent cut losses (1D-CSP-
SDCL).

We investigate a generalization of the aforementioned problems that integrates
several additional practical real-world restrictions which cannot be tackled effec-
tively with the 1D-CSP-SDCL methods in the literature. Consider a material
profile that is not fully symmetric and can also be cut by rotating 90◦, 180◦ or
270◦. There may be multiple categories of parts to be cut. For example, cate-
gory 1 parts can only be cut when the material is not rotated, category 2 parts
can only be cut when when the material is rotated 90◦ and category 3 parts can
be cut in either material orientation. In such a case, the optimization problem
also requires deciding which parts to be cut from which orientation of the stocks.
With this additional problem feature, certain part rotations will not be feasible
for certain stock orientations. Therefore, one must only consider the feasible
material-part rotation combinations.

All the practical restrictions mentioned in the previous paragraph create a
very challenging optimization problem, which we refer to as the Cutting Trape-
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zoids problem with Rotations and Angle-dependent loss (CTRA). We initially
develop a mixed integer programming formulation for the CTRA. In order to
tighten the dual bounds of the formulation, we introduce area-based valid in-
equalities and utilize commodity-flow type of sub-tour elimination constraints.
We evaluate small-scale instance solutions under different objective functions in-
cluding minimum number of bins utilized, minimum total bin length utilized and
maximum total reusable leftover length. In order to obtain high quality solutions
efficiently, we developed an iterative best fit algorithm. The algorithm is able
to obtain high quality solutions for medium- and large-scale instances in a few
minutes if not in seconds.
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1 Introduction
Transportation is heavily dependent on fossil fuels. Using alternative fuel ve-

hicles is a solution to break the transportation sector’s reliance on consuming
fossil fuels. The lack of alternative fuel station (AFS) infrastructure and the ra-
ther limited range of alternative fuel vehicles (AFVs) are two significant obstacles
that are slowing down the introduction of AFVs. In this regard, the refueling sta-
tion location problem (RSLP) has recently started to be studied in the literature.
In the RSLP, the AFSs are located on the drivers’ predetermined paths, which
are usually the shortest paths. Since the drivers may tolerate deviating from their
paths to refuel their vehicles, the RSLP with routing (RSLP-R) extends the RSLP
and determines the locations of stations and routes of drivers simultaneously.

It is likely to observe uncertainties in the flows because the rollout of AFVs
and the development of the AFS network are still at their initial stages. Moreover,
the statistical data shows that the number of AFSs has a significant impact on
the number of AFVs. It is thus important to consider that the availability of AFSs
in the neighborhood affects the proliferation of AFVs during the development of
infrastructure.

In this study, we incorporate robustness and decision-dependency into the
problem and introduce the robust RSLP-R under decision-dependent polyhe-
dral vehicle flow uncertainty. We derive mathematical programming formulations
and propose a Benders reformulation and a branch-and-cut algorithm for the
reformulation. We perform the following computational experiments : We first
compare the performances of the proposed mathematical models and the Ben-
ders reformulation. Then, we investigate the changes in station locations and
total covered flows when the optimal solutions of the deterministic, robust and
decision-dependent robust problems are employed. We observe, under different
parameter settings, that recognizing the uncertainty in flows and the decision-
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dependency of uncertain flow realizations may lead to significant gains in the
total AFV flows covered.

2 Problem Definition and Solution Methods
The RSLP-R is defined on a road network and aims to maximize the total

amount of AFV flows that can be refueled by locating a predetermined number
of AFSs on the network by considering the willingness of drivers to deviate from
their shortest paths to refuel their vehicles as well as the limited range of the
vehicles. We use the deterministic problem introduced by [1] and introduce our
flow uncertainty set using the hybrid model ([3]). The hybrid model comprises a
hose model and an interval model. We define the hybrid uncertainty set of the
vehicle flows under the impact of station location decisions. We suppose that,
when a new station is opened, vehicle flows in the neighborhood increase because
the drivers will be more willing to use AFVs if there are AFSs nearby. We derive
two mathematical programming formulations. As the problem size grows, we
encounter difficulties in solving these models, and thus we propose a Benders
reformulation. We solve this formulation using a branch-and-cut algorithm. The
separation, which is exact and polynomial, is done by inspection.

3 Computational Results
We use four different sized data sets to perform our computational expe-

riments. The first one is a commonly used data set in the RSLP literature. We
generated the other data sets based on the road network of Belgium. The nominal
flow volumes are computed using the gravity model and the decision-dependency
parameters are chosen using a similar way to that presented by [2].

We first compare the performances of the proposed solution methods. We ob-
serve that the Benders reformulation outperforms the other formulations. Then,
we compare the station location decisions obtained by solving the determinis-
tic, robust (without decision-dependency), and decision-dependent robust pro-
blems. We assess the importance of considering only uncertainty and uncertainty
and decision-dependency simultaneously. In these experiments, we also examine
the effect of different parameter settings on the results. Under all settings, we
highlight the gain of incorporating uncertainty and decision-dependency into
strategic-level decisions.

Références
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and-cut algorithm for the alternative fuel refueling station location problem
with routing. Transportation Science, 53 (4), 1107–1125.
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To cope with the negative effects of freight vehicles on the life quality in
urban areas, many municipalities in Western Europe have implemented road
accessibility restrictions such as limited traffic zones. The limited traffic zones
represent the areas accessible only during a given time window. Implementing
these time windows aims to reduce the congestion and pollution in the central
areas. The problem of determining the vehicle routes in a city where vehicles are
not allowed to enter certain areas during a given time period is called the Vehicle
Routing Problem with Access Time Windows (VRPATW). The time-dependent
restrictions in the VRPATW result in different waiting times depending on the
arrival time at a street with access restrictions. These waiting times can create a
trade-off between different arcs, even when the arcs have one distinctive attribute,
which requires using a graph that contains the information of all Pareto-optimal
paths to avoid jeopardizing the optimality. Therefore, we formulate the problem
on a road network. We also allow vehicles to perform more than one trip per day
to compensate the effect of longer travel distances caused by the access restrictions
on the number of used vehicles. The resulting problem is multi-trip VRP with
access restrictions on a road network. We formulate this problem using workday
variables and propose a branch and price algorithm.
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In today’s logistics system, shippers and third party logistics service providers
rely on carriers to execute a set of transport requests (referred to as shipments).
These carriers operate a logistics network that consists of hubs — which can act
both as the source or the destination of the shipments — and a set of links that
connect these hubs with each other. It is up to the carrier to deploy resources
(trucks, trains, barges,. . . ) on the different links of their network to make sure
all shipments can be routed from their origin to their destination within their
respective time window.

The problem of the carrier can be represented mathematically by a multi-
commodity flow problem over time. The multi-commodity flow problem is defined
by a set of commodities (shipments) — each with their origin, destination, release
time, deadline and volume — and a graph G(V,A), in which V represents the set
of vertices (hubs) and A denotes the set of arcs that connecting these hubs with
each other.

With on average one-fifth (20.2%) of all road freight transports running with
empty vehicle within Europe in 2020 (ranging between 6% in Belgium and 44.3%
in Cyprus) and an average loading rate of the loaded vehicles around 50%, the
performance, efficiency and sustainability of our logistics system is at least ques-
tionable. These poor results are mainly caused by a very fragmented sector, and
limited economies of scale as well as an unbalanced configuration of the trans-
port requests at individual company level. The recent COVID crisis, the high
energy prices and increased uncertainty on the international markets increase the
pressure on the sector even more.

Over the last decade, the field on collaborative logistics has proven the po-
tential of horizontal collaboration in logistics with double-digit savings in both
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operational cost and environmental impact (e.g. CO2 emission) by means of
theoretical/computational studies as well as by reporting on actual case studies.
These results, however, assume a central decision maker at the level of the coali-
tion who has full information (in practice this is likely a neutral third party).
Such a construction not only lacks scalability, but creates suboptimal plan for
the individual members of the coalition.

Two streams of research can be distinguished within the context of our multi-
commodity flow problem. First, there is the network-focused research. From
the point-of-view of a central decision maker (in our example: the carrier) all
flows are optimally routed through the network. Methods range from ILP-based
formulations in combination with general solvers to specific algorithms for flow
optimization using time-expanded networks [3]. Second, there is the commodity-
focused research, in which researchers study the behaviour of single flow units
while moving through the network, often based on game theoretical principles in
the context of (a variant of) the congestion game [1,2].

In this research, we aim to bridge the gap between the network-focused and
the commodity-focused research by means of mixed strategies that cover different
scenarios of decentralized decision making and combine the best of both worlds.

Next to the common configurations in which individual carriers operate their
own network (no collaboration) or a centralized planner at system level (full
collaboration), we investigate the potential of simple local routing protocols at
the level of the carrier, the hub and the individual shipment. Adopting a game
theoretical approach, we are interested in the efficiency (with respect to social
optimum and price of anarchy) and stability (convergence to equilibrium) of these
protocols.

As such, our goal is to generate recommendations on how we could facilitate
the creation of an integrated logistics network (often referred to as the physical
internet) in a way that its protocols are intuitive, transparent, allow for free entry
and exit of entities in the system, and are easily scalable.
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In recent years, many organizations focus more and more on exploiting the
vast amount of available data to support decision making in their daily activities
for gaining a competitive advantage [1, 2]. The field of human resources (HR)
is strongly anticipating the transformative potential of big data, analytics and
machine learning. Hence, albeit with a certain delay [3, 4], HR departments
within organizations are actively looking for ways to adopt analytical techniques
to execute activities where current evidence-based techniques are supplemented
with objective and data-driven insights [5, 6]. Consequently, HR analytics as a
discipline and research field is strongly gaining importance. In this proposal, we
look at HR analytics from a distinct perspective where career paths, which are
characterized by a trace of subsequent events, are considered as processes.

Despite the notable rising enthusiasm on HR analytics, the adoption rate by
businesses of insights from scientific literature to model-based tools in practice
remains limited. The reason for this lack of adoption is threefold. First, HR
practitioners need to be able to work with these analytical tools. This is not
evident as we often observe a gap between the data-related knowledge and skills
of HR departments who use them on the one hand and data science teams who
design them on the other hand. Second, the availability of data within an HR
department is often limited. Hence, the application of complex algorithms that
require lots of data to train a model that for example automatically screens in-
coming CVs is often not feasible and therefore inadequate in practice. Third,
the goal of analytical tools in the setting of HR is to provide insights to support
rather than to automate decision making. The deployed model needs to be ex-
plainable. The proposed methods based on process analytics can cope with these
three constraints as they are accessible in use, can provide insight based on a rel-
atively low amount of data and have high explainability. On top of that, careers
are highly behavioral. Consequently, modeling them requires highly dynamic
methods, making process mining techniques a great fit with career analytics.
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Process mining techniques are applied on HR data to automatically discover
employee journey maps. The purpose of an employee journey map is twofold.
First, it is used to give an overview of all job positions and transitions between
these positions within an organization. Second, it can be used to gather insights
on opportunities of how decision-making can be improved. For example, employee
maps can detect hard-to-fill positions and shed light on the profiles of employees
that are attracted to these positions. The methods in this proposal are not
intended to automate decision-making, but rather to support and improve the
quality of human-made decisions. Given the longitudinal structure of HR data,
a series of subsequent activities can be defined per employee. Hence, the HR
data can be transformed to the format of an event log on which it is convenient
to apply process mining techniques [7]. This results in a comprehensive end-to-
end process view of career paths of employees within an organization, including
decision points indicating how they traverse within this job-function space.

Concepts in the field of process mining can be translated to HR concepts in the
following way. (i) A case is conceptually the equivalent of an employee. Over time,
the employee can transfer to another function, undertaking a journey. (ii) An
activity translates to occupying a function within an organization. It is executed
by an employee and is characterized by a timestamp on which the activity starts
and ends. (iii) A trace covers all the activities performed in a particular process
instance by a certain case (employee). Hence, it is the equivalence of an employee
journey. Each trace is defined as the ordered set of subsequent functions that an
employee occupies throughout their career within an organization. (iv) Applying
process discovery techniques on an event log consisting of longitudinal HR data
is conceptually equal to the discovery of employee journey maps. The event log
is defined as the collection of traces and thus contains the information of all
employee journeys. An employee journey map is the aggregate of all possible
paths that an employee can journey within an organization

This research focuses on the generation and descriptive analysis of employee
journey maps. We can look at this employee journey map from two perspectives.
We can adopt the perspective of an individual employee and analyze individual
employee journeys and the various variants of these different paths. Alternatively,
we can zoom in on specific functions and analyze their inflow and outflow, as well
as other properties like average lead time.

In this research, we explore the potential of applying process mining methods
for employee journey mapping. By adopting a process perspective to the analysis
of HR data, we aim to further leverage the use of data analytics for decision-
making in HR Management, to the benefit of both employers and employees.
Based on this preliminary analysis, we identify a wide variety of process analysis
methods that can be applied on HR data in the format of an event log, extend-
ing upon the descriptive methods by also leveraging predictive and prescriptive
approaches.
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Predictive analytics is increasingly used in managerial decision-making. These
decisions are mostly driven by approaches that are inflexible over space and time.
However, the decision environment is often dynamic and complex. In addition,
business systems are becoming increasingly integrated, complex and heteroge-
neous. This development creates a growing need to frequently update the models
and increase the flexibility of the implemented models. It is within this context
that we investigate whether the use of deep learning results in more added value in
real-world settings. Moreover, previous research on deep learning stipulates that
its adoption in business applications is still in its infancy. In particular, we focus
on train delays that are proactively monitored in digital control rooms. Herein,
we show that the added value generated by a flexible deep learning model, in com-
parison with an industry-validated, real-world, rule-based system, increases with
the real-world complexity of the managerial decision setting over space and time.
The proposed deep learning model is based on a customized recurrent neural
network structure (i.e., an LSTM (Long Short-Term Memory) encoder-decoder
model) including uniquely rich information on the spatio-temporal interdepen-
dence between trains. Besides presenting the new comparative findings, we show
the usefulness of the proposed approach by implementing the deep learning model
as a proof of concept within Belgium’s railway infrastructure company Infrabel.
In this setting, the proof of concept provides decision support for operators, su-
pervisors and managers.
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In this paper, we present a modification to the state-of-the-art N-BEATS deep
learning architecture for the univariate time series point forecasting problem for
generating probabilistic forecasts. Next, we propose an extension to this prob-
abilistic N-BEATS architecture to allow optimizing probabilistic forecasts from
both a traditional forecast accuracy perspective as well as a forecast stability
perspective, where the latter is defined in terms of a change in the forecast dis-
tribution for a specific time period caused by updating the probabilistic forecast
for this time period when new observations become available, i.e., as time passes.
For the M4 monthly data set, we show that this leads to more stable forecast
distributions without leading to a significant deterioration in their accuracy. Fi-
nally, we present a second extension to the probabilistic N-BEATS model for use
in an inventory management context in that also probabilistic forecasts of tempo-
ral aggregates, i.e., cumulative demands, are produced by the network. Results
are reported for the M4 monthly data set and indicate that large improvements
in accuracy can be obtained over basic but well-established methods to produce
probabilistic cumulative demand forecasts.

Keywords: Aggregates, Deep learning, Forecast instability, Global models,
Inventory management, Quantiles
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Introduction Reconfigurable Manufacturing Systems (RMS) are proposed to
find a balance between the efficiency of Dedicated Manufacturing Systems (DMS)
and the flexibility of Flexible Manufacturing Systems (FMS), and thus to adapt
to the demand volatility and changing product functionality at minimum effort
and cost.1 For these systems, traditional optimization problems, such as schedul-
ing and system design, have been considered, and different solution methods have
been proposed in the literature.2 However, in the project AssemblyRecon3 the
aim is to design a Reconfigurable Assembly System to meet the demand across
multiple periods at minimum cost, and this problem has not been tackled by
previous research considering such a system. This design problem consists of
three different subproblems which are solved simultaneously: cell configuration,
system configuration and product routing. Cell configuration focuses on selecting
resources and allocating them to the hexagonal cells to ensure that all assembly
operations can be performed. System configuration considers opening and posi-
tioning the cells and conveyors, such that parts can visit the different cells along
the assembly system, taking into account possible specific layout requirements.
Product routing, finally, aims to find a routing for all parts and products through
the system, ensuring the availability of resources is not exceeded and operation
precedence restrictions are not violated. Note that the solution of the problem
serves as an input for further detailed scheduling in the project, which is beyond
the scope of this work.

Reconfigurable Assembly System The system in focus consists of a layout
with possible positions for hexagonal cells. The cells are connected with unidirec-
tional conveyors such that the part flow from the first to the last cell is ensured.

1Y. Koren et al. “Reconfigurable Manufacturing Systems”. In: CIRP Annals 48.2 (1999),
pp. 527–540. ISSN: 0007-8506. DOI: https://doi.org/10.1016/S0007-8506(07)63232-6

2Abdelkrim Yelles-Chaouche et al. “Reconfigurable manufacturing systems from an opti-
misation perspective: a focused review of literature”. In: International Journal of Production
Research 59 (Oct. 2020). DOI: 10.1080/00207543.2020.1813913.

3This research was supported by Flanders Make within the scope of the project AssemblyRe-
con.
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It is also possible to add an additional conveyor. The hexagonal cells consist of a
central module and multiple side modules. Side modules can be equipped with a
resource and then used for performing a particular assembly operation, whereas
the central module is a robotic arm that moves parts between side modules, as well
as between a side module and a conveyor. It is assumed that any side module can
be equipped with any resource, but a resource can only perform one type of oper-
ation. The time and cost of an assembly operation are part/product-dependent
and resource-dependent. In addition to this, the central modules might be able
to handle only a subset of parts/products due to geometrical restrictions. The
system is reconfigurable because all the resources can be reallocated, removed or
inserted from one period to the next. However, these actions have certain costs.
In the base problem instance, there are three cell positions and four different
products, each following a fixed sequence of operations.

Solution Approach The problem is formulated as an Integer Quadratic Pro-
gramming model. In the model, three types of decision variables are defined:
resource assignment, product routing and scenario variables. The scenario vari-
ables are used to assess different (re)configuration scenarios between periods. The
objective of the model is to minimize the total cost which consists of processing
and (re)configuration costs. There are four different types of constraints. First,
resource assignment constraints ensure meeting specific layout and logical rules as
well as production requirements. Secondly, scenario constraints make sure that an
appropriate (re)configuration scenario is selected for each resource considered in
the system. Thirdly, product constraints ensure that the products are assembled
according to the assembly requirements and the demand. Finally, availability
constraints avoid exceeding the capacity of the resources in the system. After
modelling the problem, it is solved for small instances using Gurobi.

Conclusions Small problem instances are solved to optimality in limited time
(a few seconds). However, for larger instances, this is no longer the case. There-
fore, (meta)heuristic approaches are being developed as the next step. Along
with this, the model is also being generalized. This involves considering auto-
matic guided vehicles (AGVs) or other material handling systems for inter-cellular
transportation, and extending the number of cell positions to more than three.
In addition, while a fixed assembly operation sequence for each product is consid-
ered in this paper, a flexible sequence of operations (with precedence constraints)
is often possible in practice. Therefore, the model will be extended to adopt this
flexibility by allowing alternative sequences.
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With the steep rise in number of parts required in an assembly line due to cus-
tomers’ ever-increasing preference for customized products, many different part
variants are required to assemble the corresponding products. Consequently,
practitioners and academic researchers face the challenge of managing assembly
system more efficiently, while considering the limited space at the assembly line.
Hitherto, researchers have dealt with the assembly line feeding problem (ALFP)
from different perspectives through various descriptive and optimization-based
models (see, e.g., [2, 1]), however, incorporating placement and sizing of cells
into the ALFP has received little or no attention. In this study, a cell is defined
as a preparation area located next to each assembly station (line-integrated) or
between the warehouse and the assembly line (regular), where parts are repack-
aged. Each of these cell kinds have specific characteristics in operation and
impact the overall feeding costs differently. The collection of all cells constitutes
the supermarket. This study aims to fill this research gap by including cell siz-
ing and placement as well as supermarket sizing decisions into the ALFP, i.e.,
the assignment of every part to the most suitable feeding policy. Placement and
sizing decisions are concerned with the determination of the cell’s size and the
positioning of dedicated cells. The integration of cell placement and sizing deci-
sions into the ALFP will lead to accurate computation of transportation distances
to (and from) the assembly line and in turn, minimize the transportation cost.
Furthermore, dealing with the sizing problem which involve proper design of the
cells will lead to the minimization of space cost. The size of every cell is decided
based on the parts allocated to it, whereas the supermarket size is rectangular
and depends on placement and sizing of the cells contained.
We propose a mixed-integer programming model that simultaneously assigns ev-
ery part to one of five feeding policies, i.e., line stocking, boxed supply, sequencing,
stationary and traveling kitting and a suitable cell (line-integrated or regular) to
every part that requires preprocessing. The proposed model minimizes total ma-
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terial handling costs incurred through four subprocesses: (1) replenishment of
the cells; (2) preparation; (3) transportation to the line; and (4) usage at the
line. We propose some constructive algorithms that provide ample solutions to
the transportation problem arising from navigating, firstly, within the supermar-
ket and, secondly, between the supermarket and the assembly line. In addition,
the result provided by these algorithms are compared with results obtained from
the Concorde solver. The proposed algorithms will be used within a callback
procedure while solving the model. The model will be solved for some artificial
datasets that have been created based on an industrial case study.
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Most batch plant design models in academic literature focus on optimizing
capital or operational costs. However, having a responsive production environ-
ment is equally important in today’s business world. A metric to define respon-
siveness is the delivery lead time (DLT), i.e. the time a customer waits between
ordering and receiving an order. Having a responsive plant can be expressed as
having a competitive DLT for each customer order. In case of batch plant design,
the transport to the customer is excluded from the DLT. In this presentation,
we focus on the responsiveness of a multiproduct batch plant in a make-to-order
(MTO) environment. We will introduce a target delivery lead time for all cus-
tomer orders to the plant design model and observe the impact of this lead time
on the capital cost of the production equipment units and storage tanks needed to
cover the total demand over a specific planning horizon. In our MTO batch plant
model, each customer order is produced in a single batch. Also, orders finished
earlier than their delivery date/due date are stored in non-dedicated storage tanks
until loaded for transport and remain there for at least a few hours, to account
for administration and quality control. Since customer orders have a due date,
and their delivery lead time is constrained by the target delivery lead time, the
earliest start date for production of all batches are known. The number and sizes
of production equipment units and storage tanks are obtained by minimizing the
total capital cost of the plant. The effect of the target delivery lead time is anal-
ysed for different characteristics such as the length of the planning horizon, the
number of customer orders and the total volume of all orders to be produced. For
each unique combination of the characteristics, different sets of customer orders
are considered. The mathematical model is solved by means of exact methods
and heuristics in case of respectively small and large instances.
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Football is one of the most popular sports worldwide and, given this pop-
ularity, it is not surprising that there are social and economic interests in the
sport. One of the main activities associated with the development of football
competitions is the scheduling of matches, which takes place prior to the start of
a championship. It is possible that more than one match may be feasible and, in
that case, one of them must be chosen.

This paper presents probabilistic models for simulating football matches.
Combining these models with mathematical programming models, we seek to
generate different types of fixtures using different objective functions. The mod-
els were calibrated and tested using data from the South American qualifiers.
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Fantasy Premier League [1] is a game where a player acts as a football team
manager. The fantasy game is based on the English Football League, the Premier
League. Points in the game can be scored based on real-life performances of the
selected team. To boost points, specific game chips can be used to for example
allow free transfers during one week. This study aims to create a model that
predicts the expected points of the players, optimizes the selected team and
examines multiple strategies how to use the game chips.

The first part of this study gives a Mixed Integer Programming (MIP) formu-
lation of the game. The MIP is used to extract interesting insights from previous
seasons, such as the best formations or the optimal transfer strategy. Further-
more, the MIP is used as a benchmark for the prediction model for seasons from
the past. For passed seasons, solutions of the MIP provide the ultimated strategy.

The second part of this study, puts the focus on the prediction of the points
of each player. The prediction model uses a Recurrent Graph Evolution Neural
Network (ReGENN) [2]. The ReGENN architecture combines the information
of multiple performance statistics of every player recorded every game week over
past seasons. The predicted scores together with a mathematical model to select
our initial team. Running both models, the prediction model and the MIP,
provides an overview of transfers that should be performed for the most optimal
team.

The third part of the study gives a comparison of three strategies for the
use of the game chips. A stochastic strategy was compared with a deterministic
strategy and a strategy based on the Secretary Problem [3].

In the last part of the stury, the results of the model can be found. The
proposed model is validated on both the 2020-21 and the 2021-22 season.
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Inspired by real-world applications such as the assignment of pupils to schools
or the allocation of social housing, the one-sided matching problem studies how
a set of agents can be assigned to a set of objects when the agents have prefer-
ences over the objects, but not vice versa. For fairness reasons, most mechanisms
use randomness, and therefore result in a probabilistic assignment. We study
the problem of decomposing these probabilistic assignments into a weighted sum
of ex-post (Pareto-)efficient matchings, while maximizing the worst-case number
of assigned agents. This decomposition preserves all the assignments’ desirable
properties, most notably strategy-proofness. Next to discussing the complexity of
the problem, we obtain tight lower and upper bounds on the optimal worst-case
number of assigned agents. Moreover, we propose two alternative column genera-
tion frameworks for the introduced problem, which prove to be capable of finding
decompositions with the theoretically best possible worst-case number of assigned
agents, both for randomly generated data, and for real-world school choice data
from the Belgian cities Antwerp and Ghent. Lastly, the proposed column gen-
eration frameworks are inherently flexible, and can therefore also be applied to
settings where other ex-post criteria are desirable, or to find decompositions that
satisfy other worst-case measures.
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Many combinatorial graph optimisation problems are NP-hard. One way
to deal with NP-hardness is by exploiting special structures in the input graph.
The tree decomposition of a graph, introduced by Robertson and Seymour (1984),
is one such structure. Every graph can be converted into a tree decomposition.
This is a tree in which every node of the tree contains a subset of the vertices
of the graph. For simplicity, we call the vertices of the graph effectively ver-
tices, but adopt the term node when referring to the tree decomposition. A tree
decomposition must satisfy three conditions:

1. every vertex of the graph is contained in at least one node of the tree,

2. for every edge in the graph, there exists a node that has both endpoints,

3. for every vertex, the set of nodes containing that vertex are connected.

The width of a tree decomposition is the maximal number of vertices contained
in a node, minus one. Generally the tree decomposition of a graph is not unique.
The treewidth of a graph equals the minimum width over all tree decompositions
of that graph. The treewidth measures how much the graph resembles a tree.

A tree decomposition allows for a dynamic programming approach to solve
multiple problems, by computing tables of partial solutions at each node of the
tree decomposition in a bottom-up fashion. This approach yields exact solutions,
but is impractical when the treewidth of the graph is too large. We modify this
procedure by only storing a limited number of all dynamic programming states,
and thus only considering a subset of all partial solutions. By doing so we drop
the exactness guarantee of our algorithm in favour of a shorter running time.

Concretely, we developed such algorithm for the Maximum Happy Vertices
(MHV) problem, introduced by Zhang and Li (2015). Given a graph with
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coloured vertices. A vertex is said to be happy, if all its neighbours share the
same colour. Otherwise, the vertex is said to be unhappy. Given a graph of
which some vertices are coloured, the goal of the MHV problem is to colour every
vertex, such that the number of happy vertices is maximised.

Agrawal (2017) proposes an exact algorithm for solving the MHV problem,
using tree decomposition. For each node in the tree decomposition, all colour-
and happiness-assignments of all vertices in the node are considered. This results
in (2k)w+1 dynamic programming states for a tree decomposition with width
w and an instance to the MHV problem with k colours. Our algorithm only
constructs W partial solutions in each node, with W a user defined parameter.
By setting W small, we drastically reduce the number of dynamic programming
states to consider, and consequently the running time. However, if

(2k)w+1 < W, (1)

then our heuristic algorithm considers all partial solutions, and constructs an
exact solution. Furthermore, it proves exactness of the constructed solution. We
obtain either an exact or heuristic algorithm, only by setting the value of W .

Our algorithm constructs exact solutions more efficiently than the algorithm
by Agrawal (2017). Furthermore our algorithm constructs higher quality colour
functions than Greedy-MHV and Growth-MHV when more than 40% of the ver-
tices are initially coloured. These instances require a more precisely constructed
colouring in order to find those vertices that can be happy. Greedy-MHV and
Growth-MHV do have shorter running times however, because our algorithm
performs a relatively complex operation at each node of the tree decomposition.

The performance of our algorithm depends on the width of the tree decompo-
sition. The number of possible partial solutions is exponential in the treewidth,
as is shown in Equation (1). Our algorithm is able to construct high quality
solutions for graphs with a small treewidth, since the space of partial solutions
has a limited size. Moreover, it is possible to prove exactness of the solution,
which is not possible with other heuristics.

We propose a new approach for developing algorithms using tree decomposi-
tion, specifically for the MHV problem. A wide variety of exact algorithms using
tree decompositions exist in the literature. Our approach can extend each of
these, resulting in numerous new heuristic algorithms.
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Introduction Weighted digraphs pop up in many different areas of research, e.g.
directed social networks, natural language semantic dependency parsing, or reg-
ulatory and signaling networks in biology. In many cases one wants the directed
graph modelling the data to be acyclic, as it often represents an underlying causal
structure, e.g. Bayesian networks. Determining the “most probable” underlying
acyclic subgraph from a given fully connected weighted digraph, where weight re-
flect the confidence of arcs or relations being present, amounts to the maximum
acyclic subgraph problem (MDAG), i.e.
Given a complete weighted digraph G = (V,A), find a subset of arcs A∗ such that
the sum of their weights is maximal and the resulting subgraph G∗ is acyclic.
This is an NP-hard problem, which beyond its interest in practical applications,
is also of theoretical interest: it is a classic example of an independence system
for which there are not necessarily polynomial approximation algorithms with a
strong guaranteed error bound.

Recently a method was developed that estimates the probability of a directed
interaction of gene X on gene Y from genetic (DNA-based) and gene expression
(RNA-based) data, and that is sufficiently efficient to handle data with measure-
ments for thousands to ten-thousands of genes simultaneously, i.e. on the order
of millions to hundreds of millions of pairwise interaction scores1. Finding the
optimal acyclic subgraph within this large matrix of arc weights for subsequent
Bayesian network reconstruction is a promising approach for modelling large-scale
gene networks.
Algorithms In order to tackle the MDAG problem2, 3 heuristics are considered:
1. Heuristic sorting (HS); 2. Greedy insertions (GI); 3. Simulated annealing
(SA) based on GI. In HS, a topological ordering is constructed based on a value
f(i) which denotes the “importance” of node i. More precisely, we defined it to

1Wang, Lingfei, and Tom Michoel. "Efficient and accurate causal inference with hidden con-
founders from genome-transcriptome variation data." PLoS computational biology 13.8 (2017):
e1005703.

2The MDAG problem will be formulated based on the concept of topological ordering. The
order of the nodes is kept in a list l, where l(x) denotes the label of the node at position x in
the list. The objective then becomes E =

∑n
x<y Wl(x)l(y) with Wij the adjacency matrix.
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be f(i) := δ+(i)
δ−(i)+ε , where δ

+(i) =
∑
jWij and δ−(i) =

∑
jWji are respectively

the (weighted) out- and indegree of node i and ε a small constant. The time
complexity of this scheme is O(n2) for n nodes.

In GI the node ordering is improved iteratively by the insertion of the node
with current position x in a new position y (and shifting the other nodes ac-
cordingly). The change in the objective function is then given by: ∆Ex→y =
sgn(x− y)

∑y
z=xWl(x)l(z) −Wl(z)l(x). The new position y is selected such that it

yields the maximal possible gain ∆Ex→y, i.e. y = arg maxz ∆Ex→z. The order
in which these elementary operations are applied to the list l is a bit arbitrary,
here we sweep over the list, where one sweep is taking x = 1, 2, ..., n in that
order. This sweeping procedure is repeated until ∀x, y : ∆Ex→y ≤ 0. The time
complexity of this scheme is O(Sn2), where S is the number of sweeps needed to
reach convergence, which is small in practice.

Finally, an SA variant of GI was tested, where the insertion is selected in a
probabilistic manner in the following way: p(x→ y) = e∆Ex→y/T

∑
z e

∆Ex→z/T . Depending
on the annealing schedule Tt, this optimization scheme will take a certain number
of sweeps S′ to settle such that the time complexity is O(S′n2).
Gene regulatory networks (GRNs) We analyzed two GRNs. The first one
represents directed edge probabilities between 3172 genes (nodes) obtained from
genomic data from humans, let us call it graph A. The second one represents arc
probabilities between 2884 yeast genes, and was obtained by applying the Findr
software on data from 3; let us name it graph B. The 3 presented algorithms
were applied to both graphs. The results are presented in table 1. All presented
algorithms were coded in Java 11.0.7 and the experiments were performed on a
computer with an Intel Core i7-8650U CPU @ 1.90GHz×8 processor and 16 GB
of RAM, under Ubuntu 18.04 x64. For graph A the GI scheme converged after
18 sweeps, for B convergence is reached after 30 sweeps.

Table 1: Objective and running time of the algorithms for the two GRNs.
Elow (= 1

2

∑
i,j Wij) Eup (=

∑
i<j max(Wij ,Wji)) EHS EGI ESA

A
78 649 146 210 139 358 139 938 140 002
- - 0.20 s 6.31 s 234 s

B
1 180 397 1 829 665 1 602 905 1 621 242 1 622 023
- - 0.16 s 5.98 s 153 s

Conclusion The first and simplest scheme, HS, has been shown to be able to
find a very good candidate solution. The solution can be improved even further
by applying the GI scheme. We found that for the applications considered here
it converges quickly and improves the result by about 1 % for graphs of sizes
n ∼ 1000. For the SA variation of this GI approach, there are a lot of parameters
which can be tuned. We found that applying this improved the result only by a
very small fraction, at the cost of much longer computation times. We could thus
conclude that for practical purposes HS and GI have a good balance between the
optimality of the obtained result and the computation time.
Acknowledgements This research has been partially funded by the Ghent Uni-
versity BOF-project BioGraph and the UGent-project BOF/STA/202009/039.

3Albert, Frank Wolfgang, et al. "Genetics of trans-regulatory variation in gene expression."
Elife 7 (2018): e35471.
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Hamiltonian and hypohamiltonian graphs have been intensely studied since
the 1960s [1, 3]. In this abstract we only consider connected simple graphs. A
graph is hamiltonian if it contains a cycle which visits every vertex. Similarly,
a graph is hypohamiltonian if it is not hamiltonian, but every vertex-deleted
subgraph is. Motivated by a conjecture of Grünbaum and a problem of Katona,
Kostochka, Pach and Stechkin, we investigate K2-hamiltonian graphs based on
earlier work by Zamfirescu [4].

Grünbaum [2] defined Γ(j, k) with k ≥ j to be the family of graphs whose
order and circumference, i.e., the length of a longest cycle, differ by k and in
which any j vertices are missed by some longest cycle. Γ(1, 1) are then precisely
the hypohamiltonian graphs. In 1974, Grünbaum conjectured that Γ(j, j) must
be empty for j ≥ 2. So far little is known about the truth of this conjecture. We
relax this problem further by investigating the following class of graphs.

Figure 1: Petersen’s graph: the smallest K2-hypohamiltonian graph.
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A graph is called K2-hamiltonian if the deletion of any two adjacent vertices
yields a hamiltonian graph. If this graph is also non-hamiltonian, we call it K2-
hypohamiltonian. An example of such a graph is Petersen’s graph, which we show
to be the smallest K2-hypohamiltonian graph (Fig. 1).

We have designed and implemented an algorithm that checks whether a given
input graph is K2-(hypo)hamiltonian and which turns out to be quite efficient in
practice. In particular, we use a backtracking algorithm with some heuristics to
restrict the search space.

Using this algorithm together with mathematical operations preserving K2-
hypohamiltonicity, we were able to classify for which orders there exist K2-
(hypo)hamiltonian graphs for all orders except two. In the class of cubic graphs,
i.e., graphs where every vertex has three incident edges, and snarks, i.e., cubic
graphs with a 4-edge coloring, we completely characterize all orders and we have
shown that for every order n ≥ 177 there exists a K2-hypohamiltonian planar
graph. We have also found the smallest planar K2-hypohamiltonian graph of
girth 5, i.e., the length of a shortest cycle is 5, which has 48 vertices and the
smallest cubic planar K2-hypohamiltonian graph, which has 68 vertices (Fig. 2).

Figure 2: Left: The smallest planar K2-hypohamiltonian graph of girth 5. Right:
The smallest cubic planar K2-hypohamiltonian graph.
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Despite advances in the credit scoring literature, most models lack interpre-
tability. This requirement is crucial for the financial legislative regulators’. The-
refore, simplistic logistic regression remains the golden standard in this field,
mainly due to its simplicity and transparency. In this study, we introduce the
Logit Leaf Model (LLM) as an alternative credit scoring algorithm. The LLM is
a segmentation-based hybrid model that aims to improve the predictive power of
the logistic regression model by segmenting the customer population, while kee-
ping the predictions easily interpretable. The experiment benchmarks the LLM
to the logistic regression and eight other popular classification techniques, using
a real-world credit scoring data set of 65,536 active customers of a European fi-
nancial institution. An extended visualization for LLM is also introduced in order
to offer insights into the customers’ drivers on a segment level. Empirical results
show that the LLM is an encouraging solution for credit risk problems, since it
competes with best performing approaches while offering deep insights vital for
managerial decisions.

Keywords : Credit scoring, Interpretability, Logit Leaf Model,
Hybrid segmentation-based model, Managerial decisions.
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Spare parts demand forecasting has been an interesting area of research over
the past years. This area of research is getting increasing attention due to the
enormous costs associated with managing and owning spare parts, while spare
parts availability is critical in industries where any process blockage will cost from
thousands up to millions of euros. To this extent, various spare parts forecast-
ing techniques exist to decrease the stock level, without sacrificing the required
service availability. These techniques mostly use historical demand data (time-
series) to forecast future demand.
Lately, the fast technological development in sensors and communication tech-
nologies has paved the path towards real-time condition monitoring, which in
turn enabled Condition-Based maintenance (CBM). In CBM, real-time condi-
tion information allows planners to anticipate future component failures, and
maintenance actions are planned accordingly. A common practice is to imple-
ment a threshold policy where part replacement is triggered when degradation
crosses a threshold.
The implementation of condition-based maintenance is in an advanced stage
where major commercial corporations are putting enormous efforts into devel-
oping software to benefit from condition information data [1]. However, few re-
searchers have considered exploiting condition information in spare parts decision-
making [2]. Doing so could be beneficial because real-time condition data gives
real-time information about future spare parts demand. Furthermore, in an in-
ventory serving M machines sharing the same critical component, inventory pool-
ing leads to higher fill rates, or one can achieve the same fill rate with fewer stock
[3], [4].
We propose an inventory policy that exploits the condition information and pool-
ing effect in spare parts decision-making. It anticipates the need for a spare to
perform the maintenance action by ordering one when the degradation crosses
an Order Threshold (Xo) smaller than the part replacement threshold. We hy-
pothesize that the proposed policy will exploit both condition information and
the pooling effect to reduce the average stock level. Simply put, the proposed
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policy is a proactive variant of the base stock policy, where real-time condition
information is used instead of only historical demand data.
The two decision variables driving this policy are the initial stock level (N) and
the Order Threshold (Xo). We evaluate this policy using Discrete Event Simu-
lation (DES), and we develop a custom algorithm that explores the search space
intelligently to find the optimal parameters. We show that the proposed proactive
policy reduces the average stock level by 15%-60% compared to the traditional
base stock policy, with an average reduction of 35%. Another interesting result
is that an optimal policy will adapt to a varying number of machines without a
significant change in the Fill Rate, and thus provide the service providers with
the flexibility needed in a changing market.
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The Air Transport Industry is a competitive and volatile market, creating a
challenging operating environment for both airlines and airports. With respect to
the airline market, various market events are causing continuous changes in the
airline’s market structure. These include the liberalization of the airline market
industry, the introduction of the low-cost business model, and more recently, the
COVID-19 pandemic. With respect to the airport market, the competition with
more sustainable transport modes (e.g., high-speed railways), the rise of airport
congestion and the fierce competition with other airports are forcing airports to
make more efficient use of their scarce infrastructure.

Given the vertical relationship in which airports and airlines cooperate [1, 2],
the question arises how airline dominance can have an impact on the airport’s
technical efficiency. Existing research is still lacking on this matter, and from
a theoretical point of view, arguments for both a positive and negative relation
between airline dominance and airport efficiency can be formulated.

Therefore, in this research we empirically analyse this relationship based on a
panel dataset of 20 European airports observed from 2012-2018. The two-staged
double bootstrapped truncated regression model as proposed in [3] is applied to
estimate the effect of airline dominance on the airport’s technical efficiency. In the
first stage, Data Envelopment Analysis (DEA) is used to estimate the efficiency
score of each airport. However, in the conventional DEA approach, efficiency es-
timates are too optimistic because efficiency is measured relative to the estimated
frontier and not the true frontier. Thus, [3] propose to apply bootstrapping to
calculate bias-corrected (BC) technical efficiency. In the second stage, these BC
efficiency scores are used in a truncated regression model and then enter another
bootstrapping procedure to estimate standard errors and confidence intervals.
We furthermore identify BC input and output slacks, allowing to calculate the
input and output-increasing potentials of the airports in the sample.

Our model proves a significant positive relationship between airline dominance
and the airport’s technical efficiency. We also find that this relationship is not

MC-4: Data Science 3

80



dependant on the operating strategy of the dominant carrier (i.e., being a Full-
Service Carrier or Low-Cost Carrier). Furthermore, policy-makers are advised
to take possible improvements in technical efficiency at medium-sized airports
and the related effects on consumer prices into consideration when reviewing
airline consolidation cases. Medium-sized regional airports owned by regional
governments and typically dominated by a LCC should not necessarily introduce a
second dominant carrier. Doing so might decrease the airports efficiency, possibly
increasing costs to consumers or taxpayers.
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Considerable high travel times and accessibility issues, are some of the rea-
sons for discontent with the current operation of traditional public transportation.
Consequently, people are increasingly drawn to use private cars, which provide
more convenience and flexibility. The rise in number of vehicles in the streets
inevitably leads to many negative effects, such as traffic congestion and increased
emissions. Integrated transit systems, which include traditional, fixed route pub-
lic transportation and demand responsive transport, hold the potential to address
these problems. The first consists of a set of predefined fixed routes and schedules
and is operated by (trolley)buses, trams, trains and subways. The second adapts
its routes and schedules according to bookings and is usually operated by a fleet
of minibuses.

In this work we analyse the performance of integrating a large-scale on-
demand bus system with a high-frequency fixed line public transport network
in an urban context. Given are a high-speed metro network, a set of bus station
locations, a fleet of fixed capacity minibuses and a set of real-time requests. Users
issue a transportation request informing their departure and arrival locations, of
which we compile a set of possible departure/arrival bus stations within walking
distance of these locations. A time window consisting of an earliest departure
time and a latest arrival time is also specified. The system responds to the user
with an itinerary as a proposal that fits the time window constraints.

Passengers can have five possible trip types: (1) only bus, (2) bus + metro,
(3) metro + bus, (4) bus + metro + bus, or only metro. Note that when the
itinerary has a metro-leg, it is possible for passengers to have to switch lines
within the metro network to reach their assigned transfer or destination station.
These transfers within the metro network are presumed to be highly efficient and
unlimited in number.

TA-1: OR4Logistics - Passenger Transport

82



The aim of the solution algorithm for this problem is to simultaneously (1)
decide on the trip type for each passenger (only bus, metro or mixed), (2) route
the on-demand buses, (3) assign each passenger to a departure and arrival bus
station (bus station assignment), and (4) in the case of a metro-leg in the trip,
decide the assigned transfer station(s) and used metro lines (transfer station
assignment). We call this problem the integrated on-demand bus routing problem
or I-ODBRP.

We propose a quick and scalable insertion-based heuristic to solve the I-
ODBRP. We smartly assign passengers to buses and to pieces of the metro net-
work. The results found by the heuristic are further used to compare the per-
formance of an integrated system, to a system that only uses on-demand buses.
It is concluded that the integrated system always performs better regarding the
service rate or number of served requests. Depending on the speed and layout
of the metro network, also the average user ride time per passenger improves by
the integration.

Lastly, we present a case study of the city of Lisbon, Portugal, to investi-
gate the integration of on-demand buses with the existing fixed public transport
network.
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Public transport enables accessibility to social activities, goods and services,
which reduces social exclusion and poverty [1]. For secluded areas in particu-
lar, like residential areas and suburbs, a feeder service enables connectivity to
major transit networks. There are two types of public transportation services:
traditional transport services (TTS) and demand-responsive transportation ser-
vices (DRFS). TTS are composed of a set of bus lines that follow predefined
routes and schedules. A crucial advantage of TTS is their low operational costs
and their predictable nature which makes them highly accessible to most com-
muters. The inflexibility of TTS is a limitation as well, since it renders TTS
inadequate in settings where demand for transportation is sparse and constantly
changing. DRFS are better able to cope with an ever-changing demand for trans-
portation; these services operate only when there is demand for transportation
and meet the passenger’s expectations accordingly [2]. DRFS can be further di-
vided into two groups: fully flexible DRFS and semi-flexible DRFS [3]. Fully
flexible DRFS are services where all aspects are dependent on the demand for
transportation. Semi-flexible DRFS are flexible services that have one or more
predetermined components, such as (partially) fixed routes and/or timetables,
and offer a middle-ground between TTS and fully flexible DRTS. As such, this
research focuses on a semi-flexible DRFS, integrating the positive characteristics
from both fully flexible DRFS and TTS.

The feeder service considered in this paper is denoted as the Feeder Service
with Mandatory Stops (FSMS). The FSMS serves two sets of bus stops: manda-
tory stops and clustered optional stops. The mandatory stops are placed along
the main route, typically a highway, and are visited by a bus within a maximum
allowable headway, i.e., these stops are visited by a bus within a certain time
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interval. For example, a maximum headway of 20 minutes means that passengers
never have to wait longer than 20 minutes at a mandatory stop. It should be
noted that this is more strict than having three buses per hour. The optional
stops are only visited by a bus when a client nearby makes a request for trans-
portation. These stops are scattered across several residential areas, which are
close to the main route. Potential passengers make a request for transportation
by stating their current location and their desired arrival time at the destination
or departure time from their origin location. Passengers are assigned to a depar-
ture stop and a bus. Afterwards, they are informed of their pick-up time and are
expected to walk to their assigned bus stop in order to board a bus. This means
that the routes and the timetables of the buses are not fixed but change according
to the demand. The mandatory stops provide some predictability and serve as a
safety net for the “passengers without reservation" because these passengers can
still board a bus at the mandatory stops. Furthermore, passengers at manda-
tory stops do not have to wait more than a certain amount of time because at
least one bus departs from these stops within a certain time interval. The use of
fixed transit stops is a driving factor in transit-oriented urban development [4, 5],
which makes the use of the mandatory stops more attractive as well. Buses that
arrive at the hub are expected to return to be reused for subsequent trips, which
means that fewer buses are required to meet demand. It is found that attributes
such as comfort and arrival time at the destination, but most importantly the
reliability of a service, are highly valued by passengers [6]. These attributes are
present in the FSMS.

To optimize the performance of the service, we develop a two-phase heuristic.
The heuristic re-optimizes the service whenever new requests are received. In
the first phase, an insertion algorithm adds the new incoming passenger request
to the existing planning. In the second phase, we implement an iterative greedy
construction heuristic to improve the current solution, if possible. In each iter-
ation of the improvement heuristic, a complete solution is reconstructed, while
respecting all system constraints and additional real-time restrictions. Since the
construction of solutions is greedy, infeasible solutions are possible. These infea-
sible solutions are discarded. To bring more variability into the reconstruction
of the solutions, construction parameters are introduced. These parameters are
(semi-)randomly sampled in each iteration. Consequently, different solutions are
generated in each iteration. These parameter bring a balance between the greed-
iness and the feasibility of the construction and allow us to obtain better results,
as well as a larger number more feasible solutions. The heuristic stops when a
certain number of feasible solutions are generated.

The real-time, dynamic optimization method is compared to a previously de-
veloped heuristic that optimized the service in a static manner, i.e., when all
requests are known beforehand and the planning is fixed after a certain dead-
line. It is then concluded, through preliminary results, that the dynamic method
performs quite well since the difference in objective function values between the
dynamic and the static model is not large.
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When designing a public transport network with the passenger travel time in
mind, the passenger assignment problem (PAP) needs to be solved and explicit
passenger routing has to be considered. In the PAP, expected decisions of passen-
gers are aimed to be modelled and optimized. Since it is a complex problem on its
own, public transport planners typically treat the PAP as a subproblem of larger
problems, such as line planning problem (LP) (Durán-Micco and Vansteenwegen,
2022).

In LP, typically all passengers are assigned to their shortest paths to minimize
their in-vehicle time and transfer penalties i.e. all-or-nothing transit assignment.
Several other assumptions are made sometimes to further simplfy the problem
such as ignoring the transfers or operators assigning routes to the passengers.
However, in order to avoid unrealistic assumptions, LP is rather solved as a bi-
level optimization problem where the aim is to first come up with a line plan for
the given network, and then to solve the PAP for the given line plan (Vermeir
et al., 2021; Durán-Micco and Vansteenwegen, 2022).

To solve the all-or-nothing PAP, the network representation has to be properly
adjusted when transfers are considered. A typical method used in liturature is to
add a dummy node for every bus stop on every bus line. This extended network is
then called ‘Change and Go’ (CNG) (Schöbel and Scholl, 2006) or ‘Train Service
Network’ (TSN) (Liu et al., 2020). Therefore, the number of nodes significantly
increases especially when the line plan includes many lines with many transfer
possibilities. Thus, the computation time required to solve PAP also increases
as the complexity of shortest path algorithms (e.g. Dijkstra, Floyd Warshall)
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mainly depends on the number of nodes. According to Farahani et al. (2013),
solving the PAP is often considered to be the most time-consuming part of solving
LP. Moreover, since many (meta-)heuristics addressing the LP require to solve
this PAP in every iteration, a time-consuming PAP significantly increases the
computation time of these (meta-)heuristics (Durán-Micco and Vansteenwegen,
2022).

In this study, a more efficient "Direct Link Network" (DLN) representation for
the uncapacitated line planning problem is presented. The new network repre-
sentation adds a link between a pair of nodes only if there exists a direct link, i.e.,
a single bus line that connects those two stops. The travel time or weight of the
link corresponds to the shortest travel time, without taking a transfer, between
the two nodes. Thus, for any origin and destination pair, if there does not exists
a ‘direct link’, this means that the passengers need to make a transfer. By adding
a transfer penalty to the weight of each link in the DLN and then subtracting
one from each shortest path determined, all ‘real’ transfers are automatically
considered without any additional transfer nodes.

According to the experimental results, DLN representation significantly fastens
the passenger assignment for the most commonly used networks of Mandl’s Swiss
Network and Mumford Networks. For the largest Mumford3 network with 127
stops and a line plan of 60 lines, the PAP is solved at least 10 times faster when
DLN is used compared to when CNG is used. The fast evaluation of passenger
assignment promises a significant improvement in the computational efficiency of
the algorithms that solve the line planning problem with passenger travel time
as an objective.
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1 Introduction
Scheduling non-professional (youth) sports competitions is extremely daunting
due to the large number of teams and matches typically involved. For instance,
in the U15 youth football series of Easter Flanders alone, the Royal Belgian
Football Association organizes approximately 1,500 matches each year for about
200 teams from over a hundred clubs. To deal with problem instances of such
size, a very common two-phase approach is to first group teams into leagues, and
then have each league play a round-robin tournament (i.e., each participant plays
a fixed number of times against all other participants in the same league). Often,
the objective in the first phase is thereby to minimize pairwise distances of the
teams grouped into the same league (see e.g. [1]), whereas the second phase is to
respect the venue capacity of the clubs as much as possible.

To better cope with the above challenging issues, we suggest to organize
non-professional competitions based on a Swiss tournament system. Originally
designed for chess tournaments, the Swiss tournament is nowadays a popular
tournament format in many professional and amateur tournaments such as bad-
minton and bridge. Similar to round-robin tournaments, the Swiss system is a
non-eliminating tournament format that features a predefined number of rounds.
However, the pairing of players for a round in the Swiss system depends on their
results against each other in earlier rounds. Hence, at the end of the season,
all teams will have played the same number of matches, but probably against a
different set of opponents. The contribution of this work is to show how a Swiss-
system based approach can be a very effective way compared with the traditional
approach to optimize travel distance while respecting the venue capacities of the
clubs.

2 Problem description and proposed method
We propose an alternative two-phase decomposition approach to organize the
competition. The input of the first phase consists of a set of clubs C, a set of
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teams T , a set of rounds R, and a set of home-away-patterns (HAP) H indicating
for each round whether a team plays a home game (H) or an away game (A).
An integer programming (IP) model is used to assign a suitable HAP to each
team. The objective is to minimize the venue capacity violations over all clubs
and all rounds. Capacity violations happen whenever the number of teams from
the same club simultaneously playing at home exceeds the number of venues of
that club [2]. We define binary decision variables xt,h that are equal to one if
team t ∈ T is assigned to HAP h ∈ H and zero otherwise. The constraints can
be summarized as follows:

(C1) each team t ∈ T is assigned to a HAP h ∈ H.

Given an assignment of teams to HAPs, the second phase attempts to find
opponents for all teams, which gives a schedule or proves that no such schedule
exists (in which case a new HAP assignment is generated). This phase aims
at minimizing the travel distance of the teams, while only pairing teams with
more or less similar strength at the beginning of the season. The set of eligible
opponents for team t is denoted by Ot. The problem is again formulated as an
IP model. We introduce binary decision variables yt,p,r which are equal to one
if team t ∈ T plays against team p ∈ Ot at home on round r ∈ R, and zero
otherwise. The constraints taken into account are as follows:

(C2) each team t ∈ T plays exactly once on each round r ∈ R,

(C3) each team t ∈ T plays at most one home game against each other
team p ∈ Ot during the season,

(C4) each team t ∈ T meets each other team p ∈ Ot at most once in each
half of the season,

(C5) each team t ∈ T plays according to the HAP assigned to that team
during the first phase.

As the second stage is computationally challenging to solve, we propose a
relax-and fix algorithm, combining heuristics and exact mathematical program-
ming techniques to obtain a good solution. More in particular, the proposed
algorithm constructs a schedule by maintaining a rolling horizon of time intervals
(i.e., consecutive rounds), in which the integrality constraints of all yt,p,r vari-
ables within the current time interval are activated, while relaxing all others. At
the end of each iteration, the yt,p,r variables of the last considered time interval
are fixed, and the algorithm moves on to the next interval.
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1 Introduction
In a double round-robin (2RR) sports timetable, each team plays against every
other team once at home and once away. As the construction of a fair and
practical sports timetable turns out to be extremely challenging, most approaches
from the literature decompose the problem via the so-called first-break-then-
schedule (FBTS) approach: first decide when teams play home or away (the so-
called home-away pattern or HAP set), then determine a compatible assignment
of opponents (see e.g. [1]). Although the efficiency of FBTS heavily depends on
the ability to avoid and recover from infeasibility in the second phase, research on
this topic is scarce. The contribution of this work is to show how classical Benders’
decomposition with integer subproblems relates to FBTS, and how Benders’ cuts
can be used to organize backtracking. Compared to the classic FBTS approach,
our approach is exact and offers more flexibility to cope with real-life constraints
and can even deal with situations where the objective is (partly) determined by
the assignment of opponents.

2 Problem description and proposed approach
The aim of this section is to show how to use Benders’ decomposition to construct
a so-called compact 2RR timetable, where there are 2n teams and 4n− 2 rounds
during which the games can take place (denoted by sets T and R, respectively).
To emphasize the generality of the approach, this section does not assume any
particular side constraints (e.g. at most three home games in a row) nor objective
but instead assumes that the objective is to minimize z = z1 + z2. We further
assume that z1 only depends on the HAP set associated with the timetable (e.g.
the minimization of consecutive home or consecutive away games), and that z2
(linearly) depends on the assignment of opponents (e.g. the minimization of costs
related to the assignment of games). With only very few exceptions, the vast
majority of sports timetabling problems previously presented in the literature
adhere to this assumption.

In order to formulate this problem, let binary variables hi,r indicate whether
team i ∈ T plays home in round r ∈ R and xi,j,r whether i plays at home against
j ∈ T \ {i} in r.
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min z1 + z2 (1)
z1 = aᵀh (2)
z2 = bᵀx (3)
∑

r∈R

hi,r = 2n− 1 ∀i ∈ T (4)

∑

i∈T

hi,r = n ∀r ∈ R (5)

∑

j∈T\{i}
xi,j,r = hi,r ∀ i ∈ T,∀ r ∈ R (6)

∑

j∈T\{i}
xj,i,r = 1− hi,r ∀ i ∈ T,∀ r ∈ R (7)

∑

r∈R

xi,j,r = 1 ∀i, j ∈ T : i 6= j (8)

hi,r ∈ {0, 1}, xi,j,r ∈ {0, 1} ∀i, j ∈ T : i 6= j,∀ r ∈ R (9)

The objective is to minimize the sum of z1 and z2, whose value is regulated by
Constraints (2) and (3), in which a and b are application dependent cost vectors
and h and x are the vectors of all hi,r and xi,j,r variables. Constraints (4) state
that each team plays half of its games at home, and Constraints (5) state that
exactly half of the teams in each time slot play home. Constraints (6) and (7)
require that all teams play according to their HAP, and Constraints (8) ensure
that all games are scheduled. Finally, constraints (9) are the binary constraints.

Instead of solving the above formulation at once, we propose to apply Benders’
decomposition by projecting out the complicating xi,j,r variables. The master
problem then corresponds to constructing a HAP set, whereas the subproblem is
to find a compatible assignment of opponents or to prove that none exists. As
the xi,j,r variables need to be integral, we complement the traditional Benders’
feasibility and optimality cuts with no-good and integer optimality cuts.

Among other applications, we will show how to apply the proposed approach
to the constant-distance travelling tournament problem (C-TTP), which aims to
minimize the total number of times the teams have to travel from one venue
to another. More in particular, Urrutia and Ribeiro [2] show that the total
number of travel trips can be minimized by maximizing the total number of
breaks (i.e. consecutive home or consecutive away games). In order to generate
trip-minimal timetables, we apply the proposed Benders’ approach by first con-
structing a break-maximal HAP set and then finding a compatible assignment of
opponents. Although the C-TTP is a well researched problem and despite the
Benders’ approach being broadly applicable, the proposed algorithm is competi-
tive with several tailored-made ones and even finds some new best solutions.
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Higher education institutions typically utilize assessments to measure their
students’ progress and to assess whether they obtain the required competences
to proceed with their studies and ultimately receive a degree. Due to the ever-
increasing number of students and the variety of (elective) courses, the execution
of examinations needs to be carefully orchestrated. Avoiding students having
to take multiple exams simultaneously, considering the availability of room ca-
pacities [2] and ideally spreading the exams over the examination period such
that students have some time to study in between different exams [6] are aspects
considered and optimized in the well-established research domain of examination
timetabling ([1, 5] provide excellent surveys on this problem). After this, all ex-
ams need to be staffed with sufficient invigilators. This staffing problem may be
considered as part of the general examination timetabling problem. However, to
this day, only a few studies are concerned with this problem [3, 4]. Furthermore,
the COVID-19 pandemic has complicated this problem. Many countries impose
social distancing measures, reducing the number of students allowed to take an
exam in the same room. Therefore, more rooms and invigilators are needed than
before. Thus, this study is concerned with the staffing of invigilators to exams
while considering their availability and preferences. Moreover, we explore the
opportunity of reducing contacts during pandemic situations to limit the spread
of highly-contagious diseases such as COVID-19.

Specifically, we investigate the invigilator assignment problem and propose
some problem variations along with mathematical programming formulations. (i)
We propose a model that assigns invigilators to exams based on their preferences
for specific time slots. That is, each invigilator is provided with a list of time slots
and indicates its preference for these time slots, where high priorities have low
values, and low priorities have high values. The mathematical program minimizes
the sum of all preference values while ensuring sufficient staffing of all exams. Due
to some practical constraints such as equal distribution of supervisions and non-
availability of invigilators, some exams might not be fully staffed. Therefore, a
penalty cost is induced in such cases. The penalty cost can be parameterized such
that the problem is optimized lexicographically. First, as many exams as possible
are staffed, and secondly, the sum of preferences is optimized. This model can
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be solved very efficiently. (ii) Due to the contagious nature of COVID-19 and
other diseases, one may be interested in reducing the number of contacts among
all parties involved, i.e., invigilators and students. We present a first model that
minimizes the contacts between invigilators as they are likely to interact more
closely during the examination supervision. Due to the intractable nature of this
problem, we propose a heuristic approach based on a large neighborhood search
(LNS). For this, a starting solution is created based on the model discussed in
(i) and iteratively improved by destroying the invigilator assignments of either a
set of exams and/or a set of time slots and fixing it by solving a mixed-integer
linear programming (MILP) problem for this neighborhood only. We will discuss
and demonstrate how these models can be complemented with multiple practical
considerations and extensions.

The problem variants and some practical constraints have been applied to the
invigilator assignment of a large faculty of a Belgian university. We will show
the results of this planning model and discuss practical considerations that arose
during the implementation over multiple examination periods.
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SimJulia is an open source discrete event simulation framework [1] written
in the Julia programming language [2]. The framework transforms processes
expressed as functions into resumable functions using the Resumable Functions
library [3]. The current SimJulia implementation lacks functionality to persist
any variables, characterising the state of such a transformed process during the
simulation in a transparent way. To mitigate this shortcoming, we extended
both the SimJulia framework and the Resumable Functions library by imple-
menting a transparent probing and persistence architecture, employing language-
specific metaprogramming features. Our implementation is based on the Object-
Relational Mapping concept (ORM) [4] using the PostgresORM library [5], sup-
ported by the PostgreSQL Relational Database Management Systems (RDBMS),
and Julia’s macro expansion.

A simulation model expressed by means of functions is transformed into re-
sumable functions ready to be run by SimJulia. Our solution uses the code
analysis occurring at this stage to store a monitored function’s state variables
configuration in the database. The user controls which processes are monitored
through a flag set on each process. After the code analysis phase, macro ex-
pansion takes place, creating the object definitions based upon the configuration
saved earlier, before the simulation runs. During the simulation, successive events
invoke an array of callback functions being executed. The last function in such an
array is the probing function. Monitored processes are probed using the object
definitions created just in time. Instantiated objects materialising the state of
the concerned process are then persisted in the table specific to the concerned
process. The data is subsequently available in the RDMBS, and can be visualised
using the technology of choice. Our implementation visualises the data using the
VueJS library.

Our contribution consists of a transparent probing and persistence mecha-
nism. Using Julia’s metaprogramming capabilities, we were able to divert from
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a static ORM configuration as often seen in web applications, to a transparent
and dynamic configuration. The end user has the evolution of the state variables
available throughout the simulation, without having to provide any configuration.
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Over the past years, social media has become a powerful tool for commu-
nication, education, and sharing information in real-time. However it can also
constitute a threat to national security when used to spread misinformation, pro-
paganda, and hate speech. Extremists, both individuals and groups, can use these
platforms to increase their presence and their number of sympathizers and to dis-
seminate their messages of hate more broadly [2]. For this reason, it is desirable
to develop social media analytics tools, able to pull data from social media chan-
nels and to perform sophisticated analyses. Objectives include gaining insight
into the current situation, finding opportunities to solve crisis problems, stop-
ping misinformation campaigns and predicting potential upcoming topics and
events.

In this work, we present a prototype of a React-based web application tool-
box able to combine modern natural language processing (NLP) tools to perform
content analysis, artificial intelligence techniques to convert image attachments
to captions, and efficient topological analysis of the interaction network created
between the different actors or topics on a given social network. NLP techniques
as state-of-the-art pre-trained transformers [4] can be used for automatic text
translation, to extract key information such as sentiments, topics, named entity
recognition (locations, names or corporations) or to do an automatic summariza-
tion of particular topics [5]. Then, this information together with the standard
metrics provided by the different social network platforms (eg. number of user’s
followers or likes of a message) can be used to filter the data stored in a database
to create the network of interest using the efficient Rapids cugraph library [3].
This library allows the management networks of millions of edges [1] based on
parallel GPUs which ensures its scalability. Moreover, the SOCMINT toolbox
allows easy navigation between the network and messages as well as the profiling
of the users and the different tags. In the current phase, the SOCMINT toolbox
operates on the Twitter platform but it will be extended to other social media in
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the future.
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The definition and implementation of neighborhoods is an essential aspect of
the design of local search-based metaheuristics. In addition to serving as the pri-
mary manner by which a metaheuristic improves a solution, they also constitute
the basis of a wide variety of different metaheuristics. Given the importance of
neighborhoods as algorithmic components, it is surprising that academic report-
ing often lacks the necessary information to enable their exact reimplementation.
One design aspect in particular is often overlooked: the order in which neighbors
are enumerated. In this presentation, we present a definition for neighborhood
enumerations which makes explicit enumeration order. We analyze and evaluate
the impact of neighborhood enumeration order on the performance and behavior
of heuristic search procedures by means of a series of computational experiments.
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In modern power systems, the integration of variable renewable energy produc-
tion and electrification of sectors such as heating or transport introduces new
degrees of uncertainty, which have to be managed by Transmission System Ope-
rators (TSOs). Among other tasks, TSOs need to ensure that a balance between
production and consumption is maintained at all times. Such activity is becoming
increasingly complex due to more significant imbalances caused precisely by these
systems’ uncertainties. The procurement of balancing reserves to compensate for
the errors, as mentioned earlier, is needed to ensure a secure and stable power
system. An important question is how to size the amount of balancing reserves
that are required for the system such that one meets the reliability requirements
while minimizing the cost of such service procurement.

In this work, the authors present how we precisely cast the problem of dimen-
sioning Frequency Restoration Reserves (FRR) according to a probabilistic cri-
terion that is compliant with EU legislation while accounting for transmission
constraints. This novel methodology aims at decreasing the total reserve needs
in both upward and downward directions (upward reserves cover a short system
with not enough power injection, while downward reserves cover a long system
with too much energy in the system) for each area while keeping the desired
reliability at the system level, and accounting for reserve exchange between the
Load Frequency Control (LFC) areas.

In particular, the authors propose a heuristic algorithm for resolving a chance-
constrained model, formulated as a large-scale Mixed-Integer Linear Program
(MILP), which is computationally tractable and exact in some instances. The me-
thodology is adapted to size automatic FRR (aFRR) and manual FRR (mFRR)
capacity separately while accounting for their interactions. These two sub-products
are common across European balancing markets and aim to cover the imbalan-
ce’s fast and slow components. A second step aims at allocating reserves in a way
that limits unnecessary use of the transmission network, i.e., for equal solutions,
choose the one that leads to the minor cross-zonal exchanges.

The mixed-integer programming formulation is highly flexible and extensible : it
covers simultaneously upward and downward reserve requirements, uncertainty in
the form of normally distributed imbalances, contingencies, and uncertain trans-
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mission capacities, and can be extended to consider additional features such as
minimum zonal reserve requirements or limits on inter-temporal variations of re-
serve requirements.

The algorithm is applied to the problem of sizing reserves in the Swedish po-
wer system’s four load frequency control areas, which is possible thanks to the
collaboration between N-SIDE and the Swedish TSO, Svenska kraftnät. The al-
gorithm executes within minutes and can also be executed by open-source solvers
within an acceptable run time. The resulting sizing decision can capture 76.1%
(downward reserve) and 77.7% (upward reserve) of the potential savings achieved
by reserve sharing in the absence of transmission constraints, compared against
a non-collaborative scenario.
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An exact algorithm is developed for the chance-constrained multi-area reserve
sizing problem in the presence of transmission network constraints. The problem
can be cast as a two-stage stochastic mixed integer linear program using sam-
ple approximation. Due to the complicated structure of the problem, existing
methods attempt to find a feasible solution based on heuristics. Existing mixed-
integer algorithms that can be applied directly to a two-stage stochastic program
can only address small-scale problems that are not practical. We have found
the minimal description of the projection of our problem onto the space of the
first-stage variables. This enables us to directly apply more general Integer Pro-
gramming techniques for mixing sets, that arise in chance-constrained problems.
Our method can tackle real-world problems. We specifically consider a case study
of the 10-zone Nordic network with 100,000 scenarios where the optimal solution
can be found in approximately 5 minutes.
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1 Problem Description
Recently, multiple on-demand service platforms (e.g., Lyft, UberEats, DiDi) have
considered differentiating their customers according to their willingness to wait
and to pay. Similar to what is observed in other industries (e.g., mail delivery,
airline boarding), the central idea is to offer customers several options for an
almost identical service with the quality mainly determined by the experienced
waiting time. Such a practice can be valuable. On the one hand, it allows
the platform to allocate capacity where it is the most urgent so that impatient
customers wait shorter times. On the other hand, customers willing to wait can
benefit from a discounted price. Overall, the platform alleviates the total waiting
cost endured by the customers and extracts some part of the created value.

There exist several illustrations of waiting time differentiation on on-demand
service platforms. For instance, Lyft proposes a priority pickup option to riders
in various cities worldwide. According to this option, a rider decides whether to
be served by the standard or the express option, which ensures a quick match
with the nearest driver. In the context of food delivery, Uber Eats may offer its
customers either to pay an extra fee for faster delivery or to get a price discount
in exchange for a longer delivery time.

2 Methodology
In this work, we consider an on-demand service platform that assigns service
providers to two customer classes, called express and regular customers. In this
setting, priority management involves two main decisions. First, the platform
determines when to admit customers of each class. Behind that decision lies a
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trade-off between serving as many customers as possible, and rejecting them to
avoid system congestion and costly customer abandonment. Second, the plat-
form decides how to allocate its service providers to each customer class. Be-
cause express customers are more impatient and provide higher revenues, the
platform may purposely avoid serving admitted regular customers and reserve
service providers for later arrivals of express customers.

To support on-demand service platforms in addressing these two decisions,
customer admission and service provider allocation, we develop a stylized model
formulated as a Markov decision process. The model considers two customer
classes that arrive following Poisson processes and that may abandon after an
exponentially distributed waiting time. Upon arrival, the customers can be ad-
mitted to the system or rejected. If admitted, the customers wait in queues
dedicated to their class until they are served by a service provider. At each mo-
ment, the service providers can be allocated to admitted customers or reserved for
future high-priority customers. The costs experienced by the platform include
penalties for customer rejection and abandonment, respective to the customer
class. Each penalty is associated with a loss of brand image and loss of marginal
profit that results from an unsatisfied customer’s request. The model’s objective
is to determine the dynamic policy that minimizes the platform’s total costs.

3 Contributions
The contribution of this research is threefold. First, from a mathematical model-
ing perspective, we elaborate an original model to represent waiting time differ-
entiation on on-demand service platforms. To the best of our knowledge, we are
the first to model customer admission and service provider allocation jointly to
manage two classes of customers. Due to the novelty of the subject, our model
includes a set of features that have not been studied together in the extant lit-
erature. These features include customer impatience, multiple servers (service
providers in our application), customer classes and the combination of customer
admission and server allocation control.

Second, from a theoretical perspective, we use the structural properties of the
value function to obtain new results concerning the structure of the optimal policy
deduced by our model. Specifically, we establish the existence of state-dependent
admission thresholds for both customer classes by showing that the value function
is supermodular. This result is useful in practice, as it eases the interpretation
of the optimal policy, and its implementation through faster algorithms.

Third, from a managerial perspective, we study the benefits of controlling the
customer admission and the service provider allocation in numerical experiments.
To this aim, we compare the optimal policy found by our model with simpler poli-
cies. We observe that controlling jointly the customer admissions and the service
provider allocation enables the system to reach lower costs and operate optimally
over an extensive range of system parameters. In addition, the optimal policy can
also improve the customer welfare. While it limits abandonment by controlling
customer admission, the optimal policy serves additional regular customers by
controlling service provider allocation.
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Intermodal transport is the transport of freight with multiple modes whereby
freight remains in the same loading unit. The combination of road transport
with other high-capacity transport modes such as trains and barges is potentially
more sustainable than unimodal road transport for long-haul freight shipping. A
drawback of those high-capacity transport modes is their lower flexibility com-
pared to trucks, hindering the modal shift. Logistics service providers typically
book capacity in advance on those services, at which point complete demand in-
formation is missing. This work aims to assist logistics service providers in their
implementation of intermodal transport, which is done with a capacity decision
support model.

The proposed model tackles a service network design problem with stochastic
demand. In this type of problem, the aim is to select transport services based
on the estimated demand and route freight through those services. In academic
literature, these types of problems are studied with two-stage models. The first
stage takes place before demand has materialised and only the demand distribu-
tion is known. Capacity on each service is determined at this stage. The second
stage occurs in the short term when complete demand information is available.
Routing decisions are taken at this stage, as well as recourse actions in case the
capacity selected in the first stage is insufficient. A shortcoming of these two-
stage models is that recourse actions are only performed once complete demand
information is available. In reality, transport orders arrive up to a few days in
advance when it might be too late to perform large updates to the transport plan.
Logistics service providers revise their capacity gradually over time as new orders
arrive. To more accurately represent reality, we propose a three-stage model that
includes an additional intermediate stage.

A logistics service provider is the decision maker in our proposed stochastic
optimisation model. It considers a rail-road intermodal network in which train
services are offered by third parties. Since different logistics service providers
can book those same services, the remaining amount of capacity on the market
declines over time. Included uncertainties are stochastic demand and a stochastic
decrease in available capacity. Regarding demand, it is assumed that only the
distribution of total demand is known in the first stage. In the second stage, ad-
ditional information on the total demand in the transport market leads to more
accurate forecasts of demand volume. Demand materialises in the third stage.
The model includes capacity decisions taken in each of the three stages and rout-
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ing decisions in the last stage. Stochasticity is captured with a scenario tree and
the objective is to minimise the average cost over all scenarios. The model is
solved with an exact algorithm with a time limit.
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Truck platooning is a promising transportation mode to save fuel consumption
in the freight industry. In this paper, we consider a truck platooning system for
which we jointly optimize the truck routes and schedules from the perspective
of a central platform. We improve an existing decomposition-based heuristic by
Luo & Larson [1], which iteratively solves a routing and a scheduling problem,
with a cost modification step after each scheduling run. We propose different
formulations for the routing and scheduling problems and embed these into Luo
and Larson’s framework, and we examine ways to improve their iterative process.
In addition, we propose several preprocessing techniques to accelerate the solution
of the scheduling problem and enable the resulting heuristic to deal with large
instances. The computational results show that our procedure achieves better
performance than the existing one. Moreover, based on sensitivity analysis, we
find that settings with long routes, differing path lengths, clustered demands,
and sparse networks allow to achieve the greatest benefits of truck platoons.

1 Introduction
Truck platooning is a transport mode in which several trucks drive together at a
close distance with a synergistic operation (e.g. acceleration, braking, and steer-
ing). Due to the aerodynamics, the following trucks undergo less air resistance
and thus save fuel consumption.

Creating a truck platoon is often difficult because trucks usually follow differ-
ent routes and delivery schedules. In most cases, before joining a platoon, drivers
have to wait in a station, hub, or highway entrance, and even change original
routes to meet other trucks, which unavoidably leads to additional delivery costs
and waiting time. Therefore, there is not only a trade-off between the benefits
and costs of the platooning mode but also an adjustment for the truck’s time
schedule.

In this paper, we focus on the operational planning issues of truck platooning
from the perspective of a central platform. Specifically, we study the joint routing
and scheduling problem for truck platooning.

2 Problem statement
The problem statement is as follows: we wish to obtain a distribution plan that
minimizes the total delivery cost of all trucks. In graph G(N,A), each truck v
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has to travel from its origin Ov to destination Dv within its delivery time period
(T ed

v , T la
v ). If a truck v meets at least one other truck at node i, they can form

a platoon on arc (i, j). The delivery cost for the first truck on arc (i, j) is cij ,
whereas for the following trucks in a platoon this cost is reduced by ratio η.

3 Decomposition-based heuristic
We propose a heuristic using the framework of Luo & Larson (2021)[1] by it-
eratively solving routing first and then scheduling. After each scheduling run,
the arc costs for the routing stage are updated. Our algorithmic differences are
presented in Table 1.

Table 1: Differences between Luo & Larson [1] and our procedure
Routing Scheduling Iterative procedure

Luo &
Larson

Three sets
of variables

Assignment-based
formulation Three types of cost modifications

This work Two sets
of variables

Time-indexed
formulation Four types of cost modifications

4 Results
By proposing different formulations for the two decomposed problems (routing
and scheduling) of the framework and slightly improving its iterative process, we
speed up the computation and reduce the optimality gap. Moreover, we propose
several pre-processing techniques to better solve the scheduling problem, and a
scheduling heuristic is proposed to handle the large-scale platooning problem.
Based on numerical experiments, we find that our procedure is suitable for prac-
tical situations because it can quickly coordinate the routes and schedules for
many trucks based on a real road network. Our procedure is beneficial especially
when delivery windows are tight, i.e. when companies prioritize delivery time-
liness and are unwilling to drastically alter the delivery moments. In addition,
based on sensitivity analysis, we find that truck platoon formation tends to be in-
teresting especially in case of long delivery paths, varying path lengths, clustered
demand, and sparse networks.
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The demand for railway transport keeps growing due to several economic and
environmental reasons. In order to answer this growing demand, a thorough un-
derstanding of the current capacity of railway networks is necessary. This can
lead to more efficient planning by identifying bottlenecks. A commonly used
measure for the capacity is the capacity occupation. This is defined as the min-
imal amount of time that a sequence of trains needs to traverse a network. A
well-known method to determine the capacity occupation is timetable compres-
sion. The International Union of Railways (UIC) has proposed a general method
to do this in practice (UIC, 2013). In this method, a network is decomposed
into lines and nodes. The capacity occupation is then determined separately for
these different parts. This will actually lead to an underestimation of the ca-
pacity occupation of the entire network because not all train dependencies and
network effects are included. Thus, to accurately assess the railway capacity of
a network, it is necessary to consider the entire network in microscopic detail to
include all the train dependencies. This is exactly what we have done in previous
research (Uyttendaele et al.). We extended the max-plus automata method for
timetable compression developed by Besinovic et al. (2017) to be applicable for
large networks. The developed method works well to compress a given timetable.

However, we are not only interested in performing timetable compression for
a given timetable, we would also like to examine how the timetable could be
changed to obtain a lower capacity occupation. With this in mind, we propose a
MILP method to perform timetable compression. To consider the network in mi-
croscopic detail, it is divided into small, non-overlapping pieces of infrastructure
called resources. A train driving through the network is represented by blocking
times of the resources that are used. The model is based on a machine scheduling
problem, the resources are the machines and the blocking times of a train are the
jobs.

The model can be extended to optimize the capacity occupation for different
scenarios. A first change that can be made is to not assume a fixed order of
(all of) the trains. The model can then determine which order is optimal from
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a capacity occupation point of view. A second possible change is to include
alternative routes for the trains. For each train, exactly one route needs to be
selected such that the chosen set of routes leads to a minimal capacity occupation.

The proposed model is tested using data provided by Infrabel. The problem
is implemented in Python and solved with Gurobi Optimizer. Three zones, of
increasing size, centered around the station of Halle are considered during one
hour in the morning peak. Experiments show that the MILP model can quickly
compress a given timetable. When alternative routes are considered, preliminary
results show that the computation time increases quickly when more possible
routes are considered for each train. Therefore, a heuristic approach will be
developed.
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We present an efficient algorithm to solve packing problems for 3D possibly
non-convex polyhedral pieces. The aim is to place the pieces without overlap in a
container, while minimizing the total length (x-dimension) of the container. Both
the pieces and the container are discretized in the x- and y-directions. Discretized
pieces and container are represented by a set of continuous line segments in the
z-direction for each (x, y) grid point. We developed an efficient procedure to
semi-discretize the pieces and the container that are initially in STL (Standard
Triangle Language) file format. We apply extensions to the line segments of
the polyhedron to ensure that non-overlapping placement of the line segments
guarantees a non-overlapping placement of the polyhedron.

The proposed deepest-left-bottom-fill placement algorithm is an extension
of the 2D left-bottom-fill algorithm using semi-discrete representation, that we
developed earlier, see [1]. Each semi-discretized y-z-plane of a 3D piece is placed
in a semi-discretized y-z-plane of a 3D container using this 2D left-bottom-fill
algorithm. The placement can be performed very efficiently due to the use of
appropriate data structures, simple arithmetic operations to detect and avoid
overlap and an optimised ordering of the segment overlap tests.

The performance and the computational cost of the deepest-left-bottom-fill
heuristic depends on the resolution (distance between the (x, y) grid points) and
the number of rotation angles. Placement of 36 polyhedra (’Stoyan’ data set),
with the pieces ordered largest-first, with 8 rotations, with resolution 0.1, results
in a container length (x-dimension) of 37.5 and requires 856 ms on a single core
of an Intel i9 CPU. As resolution gets finer, the execution time increases, as
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the number of line segments representing a piece increases and consequently the
amount of computations required for checking whether a piece can be placed in
a position increases.

Our parallel implementation of the algorithm reduces the execution time.
We evaluate three strategies: a) testing the placement with each rotation angle
concurrently as explained in [2]; b) testing the placement of y-z-planes of an
angle concurrently; c) parallel placement of y-z-planes of all rotation angles. The
speedup that can be obtained with strategies a and b is limited due to load
imbalance, since the number of operations in the concurrent tasks can differ
substantially. Strategy c allows to create many tasks with sufficient grain-size
when the resolution is fine. Therefore, by employing dynamic load balancing
the load imbalance problem can be solved, leading to a higher speedup. The
execution time of the parallel deepest-left-bottom-fill algorithm with dynamic
load balancing using the same data set and ordering of pieces, 8 rotations and
resolution 0.1, using 10 cores of an Intel i9 CPU is 164 ms (the obtained speedup
is 5). Due to the redundant computations in the parallel algorithm, the ideal
speedup without considering parallelization overhead is 7.2.

As the computing times are always in the order of milliseconds on an Intel i9
CPU, our algorithm can be considered as a high-performance building block for
use in heuristics for optimal 3D placement.
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Material storage is a crucial element of operations within heavy industry.
Maximising pallet storage usage can significantly accelerate transportation and
production process and thus reduce operational costs. However, restrictions re-
sulting from items’ shapes and physical properties may highly constraint possible
packing configurations. In addition, limited available space imposes great diffi-
culties with respect to the automation of the loading process in confined settings.

This study proposes a model and an algorithmic approach to automate and
optimise pallet loading of irregular-shaped, identical parts. The general setting
involves a press brake environment in which an automatic robot arm bends metal
sheets to generate parts of certain shape and specifications. Those parts must
then be placed by the robot arm into pallets in order to be transferred to other
locations of the production process. Given a specific type of part, the focus is on
designing the palletising process such that the number of parts which are stored
in each pallet is maximised.

The developed model formulates the accurate layout positions of the parts
within a given pallet. Depending on the type of part in effect, the proposed
approach may apply either a preselected stacking construction process or a more
generic functionality which, based on collision detection, forms groups of parts
to minimise their combined volume.

Generated solutions must respect various physical and stability-related restric-
tions in order to result in pallets which can be safely transferred by appropriate
vehicles. Finally, when it comes to automated palletising, they must also respect
robot arm moving and motion planning restrictions, each time given the existing
stacking configuration.
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1 Introduction
In warehouse operations, one of the main processes is the order picking. Order
picking deals with the preparation of different customer orders, and concentrates
the majority of the total operational costs. Picking tasks are usually performed
by human operators pushing a trolley and moving around the warehouse to collect
products. At the operational level, the main two decisions taken by managers are
order batching and picker routing. The order batching problem (OBP) consists
in determining the set of orders assigned to each one of the pickers. The picker
routing problem (PRP) is to define the minimal distance tour to collect all the
products of a given set of orders. In an integrated approach, the joint order
batching and picker routing problem (JOBPRP) considers both decisions jointly
and can be solved to optimality, with a branch-and-cut approach [3] or with a
column generation based approach [1].

2 Including and modeling congestion
In the literature a common assumption is the non-existence of congestion pro-
duced by pickers, in this work we propose to include the effect of congestion as a
delay in the nominal travel time. To quantify the delay, we divide the planning
horizon in time intervals and compute the number of pickers that are visiting
each sub-aisle during each time interval. If there is more than one picker visiting
a sub-aisle during the same time interval, then all these pickers incur a delay in
their travel time. The delay function increases with the number of pickers.

In order to include congestion it becomes necessary to know the time at which
the picker visits each place, thus, timing variables are necessary. As in an optimal
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solution for the PRP a given node can be visited more than once, but an arc
is visited at most once [2], we propose a graph transformation that allows us
to compute the visit time for each movement. The transformation consists in
defining a node for each arc in the original graph such that it is possible to
assign a single timing for each node in the transformed graph. A Mixed Integer
Linear program (MIP) model for the JOBPRP that includes the consideration of
congestion is formulated on the transformed graph.

3 Solving the JOBPRP including congestion
When we solve this model with a commercial solver, optimal solutions can be
reached only for very small size instances. To evaluate the model on larger
instances a two-steps procedure has been implemented. First, we solve the
JOBPRP without considering the effect of congestion. Then, the routes ob-
tained in the first step are timed to include the effect of congestion. We evaluate
and discuss the relevance of the congestion modeling, analyzing the impact of
the number of time intervals, and the existence of waiting times. To obtain good
quality solutions for larger instances we re-formulate the model and present an
exponential linear programming formulation in which variables (or columns), are
associated to possible picking routes including the timing and the level of conges-
tion in each sub-aisle. The model is solved using a column generation procedure in
which we call a dedicated dynamic programming procedure to obtain a negative
reduced cost column.
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E-commerce activities put warehouses under high pressure. First, the smaller
order sizes result in efficiency loss when retrieving the requested items from stor-
age due to missing economies of scale, while the cost for handling and packaging
of these smaller orders tends to be higher [2]. Second, the very short delivery lead
times require warehouses to respond to incoming customer orders within hours or
even minutes. Because of this short planning horizon, customer demand is highly
uncertain up to the moment that a customer places the order. Such a high degree
of dynamism makes it more challenging to operate at minimum cost and easily
leads to ad-hoc decisions and missed opportunities for optimization [2].

To deal with such a high degree of dynamism and uncertainty while ensuring
high efficiency in our picking operations, we make use of anticipatory order picking
(AOP). The core idea is to explicitly incorporate forecast information, provided
by machine learning methods, and allow the picking of SKUs even before they are
actually ordered by the customer. As such, products can be picked when their
cost (marginal travel time) is low, which results in a reduced total travel time
compared to the situation in which products can only be picked once ordered. Our
previous research also revealed that AOP leads to a better capacity utilization, a
more balanced workload and an earlier completion time for picking all customer
orders over the full planning horizon.

In this research, we focus on the generation of the required forecast informa-
tion to allow for a successful AOP implementation. Many of the popular methods
for forecasting retail sales data are limited to individual products. At the same
time, however, empirical studies show that small forecast accuracy improvements
can result in significant higher service levels and lower stock holding cost [3].
The M forecasting competitions, whose goal is to identify ways to improve the
forecasting accuracy by empirically evaluating several forecasting methods, show
that machine learning forecasting methods utilizing cross-learning obtained more
accurate results than the alternatives when the dataset comprise aligned highly-
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correlated series structured in a hierarchical fashion [1].
The accuracy and content of the forecast information are decisive factors

on the performance of anticipatory order picking. With reasonably accurate
forecasts, warehouse operators can substantially shorten the completion time of
the picking process. In this study, we make use of machine learning forecasting
methods for demand prediction using real-life instances after which we employ
this information to construct order picking plans. We aim to explore how using
the demand of related products to forecast the demand of individual product may
provide more accurate inputs for AOP than using the demand of that individual
product only and how such forecast information can be connected to improve
order picking performance.
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We propose a hierarchical scheme for the coordination of transmission and
distribution system operations, which is inspired by nested decomposition and
tailored for integration in upcoming European balancing markets.

The are two principal contributions in our work: (i) to outline a well-defined
market design for flexibility platforms that aims at aligning with integrated Eu-
ropean balancing market evolutions, and (ii) to propose a computational infras-
tructure for implementing the proposed market design.

Our proposed hierarchical approach aims at bridging the gap between the
physical details of the grid constraints (that include the distribution grid) and
the real-time market, operated by the Transmission System Operator (TSO),
which typically ignores most of the distribution grid constraints, notably for
institutional reasons. In brief, the approach consists of representing implicitly
the distribution grid constraints in the form of “grid-secure" bids (later called a
residual supply function) that are submitted to the TSO balancing market. The
approach preserves the independence of the Distribution System Operator (DSO)
while accounting for its grid constraints in the market operated by the TSO.

The transmission network that we consider is meshed, and we use a standard
DC approximation which is considered adequate for high-voltage grids in market
clearing models. Distribution networks are assumed to be radial in our model,
and we consider AC power flow in order to account for losses, voltage limits, and
reactive flows, which are more relevant in medium and low-voltage grids.

We compare our proposal to a number of recent European research projects
and pilots. We demonstrate the effectiveness of our proposal in resolving a
number of transmission-distribution coordination dilemmas, including conflict
resolution between network operators, self-healing, sharing charges in mutually
beneficial actions, and the recursive integration of distributed resources in pan-
European balancing markets. We implement a proof-of-concept market clear-
ing platform that can match transmission and distribution system market or-
ders, cope with non-convexities in market offers and power flow constraints, scale
to systems of realistic size, and respect the decentralization of communications
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and information sharing which is required in European electricity markets. We
demonstrate the effectiveness of our platform on large-scale instances of the Ital-
ian and Danish power systems based on data sourced from the EU Horizon 2020
SmartNet project. We demonstrate the superiority of our approach to alternative
coordination schemes in terms of economic efficiency, alignment of incentives and
system security.
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While optimal stable matchings and optimal kidney exchanges have been
widely studied, the optimization of stable kidney exchanges has not been inves-
tigated as much. We extend recent work by [1] on this topic by introducing and
underlining the relevance of a new concept of local stable exchanges (L-stable
exchanges).

A compatibility digraph is a directed graph G = (V,A) (representing, for
example, feasible kidney transplants) such that for each vertex i ∈ V , a preference
order is given on the set of neighbors N−(i) = {j : (j, i) ∈ A}. We introduce
several new definitions:

• Given a cycle c in G, its set of potentially L-blocking cycles, PBC(c), is the
set of cycles c′ non vertex disjoint with c and such that each vertex of c′ is
either not in c or strictly prefers its follower in c′ to its follower in c.

• Given an exchange (i.e., a cycle packing) M in G, an L-blocking cycle c for
M is a cycle that is not included in M but that has a vertex in common
with M, and such that, for every vertex i involved in cycle c, either i is
not involved in M, or i prefers its follower in c to its follower in c′, where
i ∈ c′ ∈ M.

• An L-stable exchange is an exchange without L-blocking cycle.

Then, with the compatibility digraph G = (V,A), we associate a blocking
digraph G′ = (V ′, A′) such that:

• The vertex set V ′ is the set of cycles of G.
• An arc (cu, cv) is in A′ if the cycle cu intersects the cycle cv in G and if

– either cu is potentially L-blocked by cv,
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– or cu is not potentially L-blocked by cv, and cv is not potentially L-
blocked by cu.

The problem of finding a local stable exchange in a directed graph is equiva-
lent to finding a so-called local kernel (L-kernel) in G′ (whereas finding a stable
exchange is equivalent to finding a kernel of G′). The notion of local kernel has
been considered earlier in graph theory (see, e.g., [2]). However, the literature
does not seem to mention any algorithmic or numerical contributions.

We prove that it is NP-hard to determine whether a graph has a nonempty
local kernel, and hence, to find a local kernel of maximum cardinality.

Next, we propose several integer programming formulations for the maximum
L-stable exchange problem. These formulations can simply be viewed as modeling
the maximum L-kernel problem in a directed graph. We also numerically compare
these formulations. The results show that the most efficient formulation (with
regard to computing time) is one where there is a cycle packing constraint and
a stability constraint for each cycle. Other formulations have such constraints
for each pair of intersecting cycles. We numerically compare our formulation
with a formulation of the maximum stable exchange problem proposed in [1].
Even though the two problems are not equivalent, all the instances tested so far
are such that, when a maximum stable exchange exists, then its cardinality is
equal to the cardinality of a maximum L-stable exchange. On the other hand,
tests on the instances that do not have a stable exchange reveal that all these
instances have a (nonempty) L-stable exchange. Even more interestingly, for a
given instance size, the average cardinality of a maximum L-stable exchange is
very close to the average optimal value over the instances that do have a stable
exchange. These observations suggest that the concept of local stable exchange
is indeed interesting, and provides relevant solutions for more instances than the
concept of stable exchanges.

All the above results and observations carry over when the concept of local
stable exchanges is extended to the concept of local strong stable exchanges (in a
similar way as what was done earlier for strongly stable exchanges).
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Arc routing problems arise in applications such as postal delivery services or
waste collection where the density of service points is high, and the direction of
edge traversal is relevant (Assad and Golden, 1995). We consider a general arc
routing setting where the presence of nodes, edges and arcs of the network is
stochastic according to a known probability. This feature is known as stochastic
customers in the vehicle routing literature (Lagos et al., 2019). While considerable
research has been devoted to the arc routing problem with stochastic demands,
research about stochastic customers is rather scarce (De Maio et al., 2021).

Evaluating the expected travel time of a given route in the presence of stochastic
customers is a complex task because is requires computing a shortest path for
each distinct realization of the random variables, i.e., the presence or absence of
the stochastic customers. Even when a fixed sequence is used for customer visits,
decisions about edge traversal orientation must still be made. In the literature,
a fixed traversal orientation of customers has been considered for all realizations
of a given route (Mohan et al., 2010). However, this type of approach may be
highly sub-optimal when the customer presence probability is low, as this will
likely lead to an overestimated travel time.

In this research, we propose a method to accurately estimate the expected
travel time of routes containing stochastic customers, assuming a fixed sequence
of customer visits. Each time a customer is missing, the path is adapted by
skipping that customer and following the shortest path to the next stop. Unlike
existing approaches, the proposed procedure optimally re-evaluates the best edge
traversal orientation for each possible realization of the random variables. The
time complexity of the proposed method is O(n2) for n customers, which is lower
than the complexity of one known approach using fixed sequences and fixed edge
traversal orientations (O(n3)).

We perform extensive numerical analysis to evaluate the practical performance
of the presented method on different instance sizes. We also measure the travel
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time improvement against a fixed edge traversal strategy. Finally, we present
managerial insights related to the impact of the customer presence probability.
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The electric vehicle routing problems (EVRPs) with recharging policy con-
sider the limited range of electric vehicles and thus include intermediate visits
to charging stations (CSs). In general, minimizing the resultant charging costs
such as charging duration or charging amount are also part of the objective of
the EVRP. Accordingly, the EVRP have received considerable attention over the
past years. Nevertheless, this type of problems in the domain of passenger trans-
portation, a VRP variant, has been rarely studied in the literature, especially with
time windows, a realistic nonlinear charging function or partial charging policy.
Hence this research extends the existing work on the EVRP to an On-Demand
Bus Routing Problem (ODBRP) which transports passengers with the bus station
assignment (BSA). The resultant problem is the EODBRP. Specifically, each pas-
senger can have more than one stations to board or alight, and they are assigned
to the ones with the smallest increase in the total user ride time (URT). In the
EODBRP, frequent intermediate visits to CSs are considered. Moreover, a non-
linear charging function is used and the partial charging strategy is applied. To
solve the EODBRP, a greedy insertion method with ‘charging first, routing sec-
ond’ strategy is developed, followed by a large neighborhood search (LNS) which
consists of local search (LS) operators to further improve the solution quality.
Experimental data were generated by a realistic instance generator based on a
real city map, and the corresponding results show that the proposed heuristic al-
gorithm performs well in solving the EODBRP. Finally, sensitivity analyses with
divergent parameters such as the temporal distributions of passengers and bus
ranges may provide practical guidance.
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Since the pioneering introduction of the Flying Sidekick Traveling Salesman
Problem (FSTSP) by Murray and Chu (2015), the scientific literature about
applications of drones to routing and parcel delivery has grown at a remark-
able pace. At the time of writing, searching the words “truck drone routing”
by Google Scholar produced 19 200 results, 20% of which from just 2021. An
impressive number of surveys on the topic already appeared, like, among other
interesting ones, those by Macrina et al. (2020) and Otto et al. (2018). The
interest in drones’ applications also comes from public institutions and the pri-
vate sector. For example, the European Commission forecasts more than 100 000
people employed and an economic impact of over 10 billion Euros per year in the
European drone sector by 2035 (European Council, 2019). At the same time,
the e-commerce multinational Amazon obtained the approval from the relevant
US authority for its Prime Air service “beyond visual line of sight” (CNBC news,
2020). From the algorithmic point of view, the FSTSP and its generalizations
can model a wide range of routing applications with cooperating vehicles, which
are not necessarily drones; in principle, any vehicle with limited fuel, or traveling
person with limited payload capacity, could play the role of the drone in these
problems.

In the FSTSP, a truck and a drone cooperate to visit all the customers in a
given network in the minimum amount of time. The drone can only serve one
customer per sortie (i.e., drone flight). A natural generalization of FSTSP is the
TSP with drones (TSP-mD), where multiple drones are allowed to serve multiple
customers per sortie, with the length of each sortie bounded by a limited battery
capacity. Most studies of FSTSP and TSP-mD impose the additional constraint
that the truck cannot visit customers multiple times, with the notable exception
of the work by Agatz et al. (2018), Bouman et al. (2018), and Tang et al. (2019).
As pointed out by Roberti and Ruthmair (2021), allowing such revisits poses
additional computational challenges which cannot be easily accommodated by
many of the existing approaches in literature. Indeed, by adding sufficiently many
copies of the nodes to the underlying graph, one can always reduce revisiting truck
routes to cycles; this approach, however, does not appear to be computationally
viable in practice.

In this talk, we show that optimal solutions for TSP-mD may not only need
to revisit nodes, but also retraverse arcs of the underlying directed graph, i.e.,
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in the course of its tour the truck might need to repeatedly travel directly from
customer i to customer j for some fixed pair of customers i, j. Consequently,
excluding such arc-retraversing solutions can lead to a significant increase in the
optimal value. The necessity of arc retraversals does not seem to have been in-
vestigated in previous studies, and those studies that allow node revisits seem to
operate under the assumption that there always exists an optimal solution with-
out retraversals. We prove that this implicit assumption is correct under specific
conditions, which are commonly met in the literature. Although, when these con-
ditions are not satisfied (e.g., when allowing multiple customers to be visited by a
single sortie), the optimal value might increase significantly when excluding arc-
retraversing solutions. We provide asymptotically tight upper bounds on such
increase. Finally, we provide an approximation algorithm whose approximation
guarantee depends on the speed and the number of available drones, and show
that unless P=NP, no approximation algorithm can obtain a guarantee that does
not depend on these two parameters.
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Simulation optimization is an often used approach for optimizing black-box
functions. Different approaches exist, and have been used successfully in , e.g.,
engineering design, financial portfolio selection, and hyperparameter tuning of
machine learning algorithms. More details on the applications of Simulation
optimization could be found in [1]. Most of these approaches (e.g., evolutionary
algorithms) require many function evaluations before converging to the optimal
solution(s). Yet, this may cause a problem: in some cases, the simulation model is
expensive to run (because of long running times, high monetary cost, or hazardous
experiments), implying that data-efficient optimization algorithms are needed.
Moreover, in many simulation optimization problems, the true objective functions
(also referred to as outputs) are not observable with perfect accuracy; only noisy
observations are available [1]. This noise makes it harder to study/predict the
effect of the input vector on the output values, and adds to the optimization
challenge. While replication is a common strategy to reduce this noise, this again
poses a problem in settings with an expensive simulator [5].

In this research, we present some first results on the use of Bayesian op-
timization (BO) to solve expensive (noisy, constrained) optimization problems.
In Bayesian Optimization, a computationally inexpensive meta-model (usually a
Gaussian process model [4]) is estimated based on a small set of input-output ob-
servations. The algorithm then iteratively decides where to sample next, based
on an infill criterion or acquisition function: in this way, additional observa-
tions are added and the new information is incorporated in the metamodel. This
sequential sampling continues until a stopping criterion is met.

While there is a vast literature on deterministic unconstrained single-objective
BO algorithms, scarce work exists on noisy constrained settings. We use Stochas-
tic Kriging [2] to account for the inherent noise in the outputs when constructing
the metamodel, and when selecting new points to sample. Furthermore, we adapt
the Expected barrier acquisition function recently proposed in [3] to noisy settings.
The primary experimental results show that the resulting algorithm is capable of
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finding the optimal solutions in the presence of noisy observations. To conclude,
we discuss our future research steps.
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Selective assembly is a production technique whereby components are smartly
instead of randomly matched based on their measured feature values. Although
it can reduce scrap while increasing product quality, it is often not adopted due
to the high logistic costs related to measuring and matching operations.

Therefore, we propose and investigate a hybrid assembly strategy whereby a
number of random assembly rounds are performed before switching to selective
assembly. At each round, components are randomly picked from their correspond-
ing piles and the assembly is attempted. At this point, components are either
removed from their corresponding piles because matching was possible, or placed
into their corresponding unmatched piles after the current round. Those piles will
then be the starting point for the random selection of components in the follow-
ing assembly round. When N such rounds have been performed, the remaining
unmatched components will finally be assembled using selective assembly.

Due to these prior random assembly rounds, fewer selective assembly opera-
tions will eventually be needed, which considerably reduces logistic costs related
to selective assembly. On the other hand, every additional round also implies
random assembly trial costs. Hence, an optimal number N∗ of random assembly
rounds before moving on to selective assembly has to be determined.

Therefore, we develop a cost function together with an optimality condition.
This cost function is expressed in terms of the matching probabilities at each
round and the relative costs of selective and random assembly. These probabili-
ties express the likelihood of a successful match when components are randomly
picked from their corresponding unmatched piles after a certain round.

Since the analytic calculation of the matching probabilities is in most of the
practical cases not feasible, we develop a simulation technique to estimate these
probabilities. First, we use simulation to obtain a sample of the unmatched
components after each assembly round. Then, we use these samples to estimate
the matching probabilities. Finally, we evaluate the cost function in order to find
the optimal number of random assembly rounds prior to selective assembly.

To assess the performance of this method, we apply it to two study cases from
literature: a Shaft and Hole two-components assembly [1] and a four-components
Ball Bearing assembly [2]. In order to reduce variability, we investigate and
compare three estimation methods for the matching probabilities, and we study
their impact on the total variability of the cost function using the Delta Method.
Finally, with sensitivity analysis we investigate the behavior of the optimal num-
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ber of random assembly rounds N∗ as the relative cost of selective assembly to
random assembly varies.

Despite the differences between the two cases concerning component features’
distributions, complexity and assembly matching functions, we observe similar
results. Since the matching probabilities rapidly decrease with every additional
random assembly round, the highest cost reductions are achieved within the first
few rounds. In both cases, the proposed hybrid assembly technique can signifi-
cantly reduce average assembly costs while still delivering higher quality products.

By addressing the gap in the existing literature about selective assembly
around its combination with traditional assembly, this study achieves a dou-
ble goal. On the one hand, it provides a framework to evaluate the effects on the
average assembly cost of performing a number of random assembly rounds prior
to apply selective assembly. On the other hand, it allows to estimate assembly
costs taking component features’ distributions as an input parameter. Moreover,
since it provides an efficient way to estimate matching probabilities, this model
could also be used to estimate and compare average assembly costs as a function
of the quality of incoming components by repeating the analysis with different
types of component features’ distributions.
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Many real-world non-deterministic decision-making systems and problems are
very difficult, if not impossible, to model using mathematical formulations. This
is primarily due to their increasing complexity, which is caused by many stochas-
tic factors. One way to cope with this challenge is to take advantage of the ability
of simulation modelling approaches (Discrete event simulation, Agent-based sim-
ulations, etc) to mimic real-world systems with integrity while accounting for
their stochasticity and complexity.
Overall, the primary objective of analysing these systems through simulations
is to study several scenarios and select the best solution, or in other word the
possible inputs, for these simulations that improve certain output performance
measures. However, these output measures are often non-deterministic in the
presence of many stochastic factors embedded in these systems, leading to further
problems when trying to select the best set of inputs given their non-deterministic
outputs. In fact, dealing with this stochasticity is a major challenge for re-
searchers involved in simulation optimisation field.
A very common tool in the context of simulation optimisation to deal with this
uncertainty is the Sample Path (SP) approach or sometimes called the Sample
Average Approximation (SAA) approach. It aims to compare several solutions
under the same circumstances by evaluating them on the same sample of stochas-
tic factors and then aggregating all the outputs. However, it must evaluate the
simulation on each sample and for each set of inputs, which is a considerable
computational burden especially where the simulation is expensive in terms of
time. To overcome this drawback, the Variable Number Sample Path (VNSP)
approach, which is an extension of the sample path approach, attempts to min-
imise the number of the simulation runs. The VNSP starts solving the problem
with a reduced number of samples and iteratively increases it so that in the last
iterations a sufficient number of samples is taken into account.
In order to compare the mentioned approaches and to study their ability to handle
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the uncertainty inherent in the systems, we conducted an experimental compari-
son between them. Through this comparison, we aim to select the best approach
that offers a good compromise between the computational effort and the quality
of the final solution. We have applied both approaches to the vehicle routing
problem with soft time windows and stochastic travel time. Each approach is
tested with multiple parameters on several instances of the Solomon benchmark.
The comparison was based on the quality of the final solution and the number of
objective function calls. The results show that the sampling path approach gives
better results in terms of final solution quality, however the variable number sam-
pling path makes a very good compromise between the objective function value
and the number of simulation runs.

TC-2: Simulation Optimization

133



An OR perspective on conflict-driven cutting
plane learning

Jo Devriendt
Nonfiction Software, e-mail: jo.devriendt@outlook.com

Linear relaxation lies at the heart of mixed integer programming (MIP) solvers.
From an abstract point of view, MIP solvers generate constraints that strengthen
some linear relaxation (the LP) of a MIP instance to such an extent that a(n
optimal) solution to the LP can be rounded to a(n optimal) solution to the MIP
instance. Such constraints are called cutting planes, or cuts for short. This ad-
dition of cuts happens through a myriad of techniques, grouped by categories
such as cut generation, row generation and pre/inprocessing. As a result, MIP
formulations with a “tight” linear relaxation (where an optimal solution to the
LP is relatively close to an optimal solution of the MIP) are favored for a given
problem, all else being equal.

However, many interesting problems do not allow tight linear relaxations. A
particular class of such problems are those whose natural formulation is clausal -
the constraints are clauses representing disjunctions of Boolean variables or their
negations. In MIP parlance, a clause has the following form:

∑

i∈I

xi −
∑

j∈J

xj ≥ 1− |J |

xi 7→ {0, 1}
with I and J disjoint sets of indices

After the elimination of all variable fixings due to unit constraints (e.g.,
−x ≥ 0) each clause contains at least two variables. Hence the LP of any set
of clauses is satisfied by setting all variables to 0.5, which provides little infor-
mation on the actual solution to the clausal problem. Instead, state-of-the-art
Boolean satisfiability (SAT) solvers do not rely on calculating solutions to relaxed
clauses. Instead, SAT solvers use a technique called conflict-driven clause learn-
ing (CDCL). From each conflict encountered during depth-first search, CDCL
derives – learns – a fresh clause that would have prevented the conflict from hap-
pening. Alternatively, CDCL can be seen as a form of cut generation, deriving
clausal cuts that hopefully tighten the linear relaxation to resolve a conflict.

In recent years, CDCL has been lifted from clausal problems to pseudo-
Boolean (PB) problems, or equivalently, binary linear programs. Such problems
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have the following form:

minimize
∑

j∈J

cjxj

such that
∑

i∈I,j∈J

aijxj ≥ bi

aij , bi, cj ∈ Z, xj 7→ {0, 1}
with I and J sets of indices

We call this generalization of CDCL conflict-driven cutting plane learning
(CDCPL). Similar to CDCL, CDCPL derives a constraint from each search con-
flict. However, the constraints derived by CDCPL not have to be clausal. They
can be binary linear constraints – full-blown cutting planes – which may entail
many clauses at once.

In this talk, we explain the basic mechanism behind CDCPL in detail. We
show how it works, argue why it works, and provide pointers to state-of-the-art
systems implementing CDCPL. We also give a biased impression of the strengths
and weaknesses of this approach. The presented techniques are based on [1, 6, 4,
3, 5, 2] and the integer programming solver Exact1.
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The focus of the current EU transport policy is to ensure a sustainable trans-
port sector and meet the European Commission’s goal of cutting 55 percent
greenhouse gas emissions by 2030 compared to the 1990 level. For long, the so-
called “modal shift” has been put forward as the key solution to a multitude of
environmental and congestion problems associated with freight transport. Ac-
cordingly, different novel concepts have been put forward in the literature, such
as intermodality and, more recently, synchromodality [3].

Intermodal transport focuses on transporting goods from origin to destination
using a sequence of different transportation modes, often using the same transport
unit throughout the journey to minimize material handling at the transfer points
[1]. Synchromodal transport is the newest concept in the conceptual evolotion
of intermodal transport, in which it offers the possibility to shift freely between
transportation modes at particular times/nodes while the shipload is in tran-
sit [1]. The modal choice is thus not fixed before the trip but made based on
real-time data of the transportation network and the orders in transit, which
provides more flexibility [5]. Thus, synchromodal transport is much more com-
plex in comparison with intermodal transport, as the decisions regarding the
mode choice, vehicle routing, transshipment terminal selection, etc., are needed
to be made in real time. This real-time decision making, entails uncertainties
(e.g., regarding the availability of different capacities, delays, services cancella-
tion, etc.). In order to minimize the impact of these uncertainties and promote
synchromodality, decision-makers will need a mechanism that provides reliable
assessments in a highly dynamic and real-time environment and enables tests on
(future) developments. Such a platform would be able to mirror the current real
system and simulate how it could evolve. To this end, the notion of the digital
twin (DT) comes into play. A DT is a virtual (simulation) model of a system
that collects the best available physical models, sensor updates, system history,
etc., to mirror the life of the physical system [2]. Such a mechanism would allow
decision-makers to plan ahead (accounting for uncertainties involved) while stay-
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ing robust in their eventual decisions. Having a great level of detail provided by
the digital twin, we can capture complex interrelations between different players
in the chain, study the current and future state of the system, testing dynamic
algorithms and technologies in a risk-free environment, and more importantly
study how the disruptions affect on the performance of the system.

Although the concept of DT is receiving more attention, it has never or rarely
been considered in the synchromodal context. Our work is intended to fill this
gap by building this DT via linking the real-time data to the (virtual) simulation
model of the system. The objective of this work (as part of the DISpATch project
[4]) is to develop a DT model by integrating simulation techniques, GIS platforms,
and optimization algorithms to enhance the synchromodal concept further.

As a first step toward building this DT, we are focusing on developing a
conventional simulation model of the transport setting. This simulation model,
is being developed using Agent Based Modeling (ABM), Discrete Event Modeling
(DEM), as well as the optimization algorithms. The system will be modelled as
collection of the autonomous and heterogeneous agents (trains, trucks, barges,
terminals, DCs, retailers, etc). Then, the model will be linked with the physical
(living) system in order to update itself through real-time data, which is received
from sensors that are embedded inside the system. Thus, by combining the
physical model, real time data, and the system history, the DT model will be
developed and it will continuously forecasts the state of the system.

The outputs of the model would be vehicle selection, mode choice, routing
decision, internal costs (time, fuel consumption) and external costs (GHG, air
polluting emissions, accidents, noise, congestion and infrastructure costs), etc.
For the validation of the developed model, a case study is defined and will be
implemented using real data in close collaboration with the partners of the DIS-
pATch project. This model will be the First ever DT for long-distance flows as
well as for Synchromodal transportation. The model will be a combination of
different models that captures scales and subprocesses from a big picture; such
as supply chain and synchromodal transport.
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